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Abstract 
In scheduling practice, the setup times are often important and no one can neglect them. 

That is why many research studies which deal with job shop problems (JSP) with 

separable sequence-dependent setup times (SDST) have been developed according to 

various objectives and hypotheses. Several complex programming formulations are 

proposed in the literature in order to minimize the makespan. Because of this complexity, 

there are few studies using exact approaches and the current trend is towards heuristics 

and metaheuristic based-methodologies. Therefore, it would be useful to develop a new 

model solvable by any optimizer directly. In this context, a new mixed integer 

programming (MIP) is developed through this paper for the case of SDST. This new 

model was designed to consider fewer variables and constraints than the existing 

formulations. Finally, a simple problem from the literature including four jobs and four 

machines is resolved in order to verify the model. 

1. Introduction 

Scheduling problems exist practically everywhere in the industrial word contexts. 

Production scheduling in the manufacturing system consists on determining the 

execution sequence of set of jobs on a set of machines over time in order to achieve 

some objectives under the constraints of production. Indeed, proper scheduling leads to 

increased efficiency and machine capacity utilization, reduced time required to complete 

operations, and, consequently, increased performance of an organization. 

One of the most recognized pragmatic scheduling problems is the job shop problems 

which consist in programming the processing of n jobs (j=1,…, n) on m machines 

(k=1,…, m). Indeed, each job j consists on a sequence of m’ operations or sub-jobs 

(Oj1, …, Ojm’ with m’�m) which must be run in this order, and each operation on a 

specific machine. Operations running orders and its specific processing machine are 

known in advance. The scheduling literature shows that the Job Shop Problems are NP-

hard (Garey et al. [1]) and in the strong sense for specific conditions (Garey et al. [2]). 

That is why various approaches and methods are proposed in the last five decades to deal 

with these problems with their different variances. 

One of the standard assumptions of the job shop problems is that setup times which  
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have been considered negligible and consequently ignored, or 

considered as part of the processing times. While this 

possibly justified for some scheduling problems, many other 

situations call for separable setup time consideration. 

According to Allahverdi et al. [3] the literature is categorized 

on two types of separable setup problem. The first is called 

sequence-independent setup times problem because setup 

depends only on the job to be processed. In the second type, 

setup depends on both the job to be processed and the 

immediately preceding job, hence it is called sequence-

dependent setup times problem (SDST). The separable SDST 

problem as the focus of this paper is more reasonable in real-

life scheduling situation. Indeed, there are numerous 

industrial systems that serve as examples for which the 

amount of setup time varies considerably depending on the 

processing sequence of the jobs. These include the cutting 

and stitching machines in printing firm, the changing color in 

plastic injection process, the stamping operation in plastics 

manufacturing, die changing in a metal processing, etc., 

The separable SDST problem was addressed by many 

researchers in order to minimize the maximum completion 

time using either exact or approximate methods. Chen et al. 

[4] treated J/STsd/Cmax and developed a computer-based 

methodology in order to integrate the scheduling algorithm 

benefits with the expert knowledge through a graphic and 

interactive program so as to find the optimal solution. 

Moghaddas et al. [5] also proposed a heuristic model to 

deal with large size problems based on priority rules. The 

heuristic performance indicates a strong ability to solve this 

problem in reasonable computational time. In order to solve 

J/STsd/Cmax Artigues et al. [6] used branch and bound 

method to develop a new exact solution where they 

searched a relaxation of the problem attached to the 

traveling salesman problem with time windows. Branch and 

bound was involved to generate a feasible solution and this 

problem relaxation was involved to compute a first lower 

bound. Focacci et al. [7] equally developed two co-

operative heuristics which lead to an optimal solution. 

Camino et al. [8] developed a hybrid algorithm to resolve 

SDST. They combined genetic algorithm with local 

research to obtain satisfactory result. Other searchers 

equally involve heuristic approaches in their research such 

as Cheung et al. [9], Choi et al. [10], Zhou et al. [11], Yang 

[12], Shen [13], and Allahverdi [14]. In order to solve 

flexible job shop problems with sequence-dependent setup 

times different metaheuristics are developed in many 

researches in the recent years such as Shen et al. [15], 

Knopp et al.[16], and Abdelmaguid [17]. 

The remainder of this paper is organized as follows. 

Section 2 describes the various existing MIP formulations for 

SDST. Section 3 proposes a new MIP formulation for the 

studied problem and gives a performance comparison with 

these existing formulations. Section 4 contains an illustrative 

example from the literature including four jobs and four 

machines. Finally, Section 5 concludes with brief remarks 

and perspectives. 

2. Existing MIP Formulations 

The most significant separable SDST problem assumptions 

are the following. 

a. Each job is an entity: Although the job is composed of 

distinct operations, no two operations of the same job 

may be processed simultaneously. 

b. No preemption: Each operation, once started, must be 

completed before another operation may be started on 

that machine. 

c. No cancellation. Each job must be processed to 

completion. 

d. The processing times are independent of the schedule. 

e. The times to move jobs between machines are 

negligible. 

f. In-process inventory is allowed, jobs may wait for their 

next machine to be free. 

g. There is only one of each type of machine in the 

workshop. This assumption eliminates, amongst others, 

the case where certain machines have been duplicated 

to avoid bottlenecks. 

h. Machine may be idle. 

i. Machine capacity equal to 1: No machine may process 

more than one operation at a time (disjunctive case). 

j. Machines never breakdown and are available 

throughout the scheduling period. 

k. There is no randomness. The numbers of jobs, the 

number of machines, the processing times and the setup 

times are known and fixed. 

l. No re-entrant flows are required; each job visits at most 

once each machine (a general case assumption). 

Three MIP formulations are identified to be mentioned in 

literature overviews about separable SDST: the model of 

Moghaddas et al. [5], the model of Choi et al. [18] and the 

model of Chinyao et al. [19]. The objective is to propose a new 

formulation involving some subtlety that make the MIP model 

capable to outperform these three existing referential models 

which will be detailed in the remaining of this section. 

2.1. Moghaddas et al.’s Model 

Moghaddas et al. [5] proposed a mixed integer model to 

solve JSP-SDST problem using notations as defined follows: 

m: number of machines 

i, j: notation used for operations 

k: notation used for machines 

D: The set of operations in the floor 

Mi: the specific machine that operation i requires 

Sij: the setup time between operations i and j, if operation j 

is processed just after operation i 

ti: processing time of operation i 

Fi: starting time of operation i 

Ci: completing time of operation i 

M: very large positive number 

Xijk (i≠j): 1, if operation j is processed just after operation i 

on machine k 
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0, otherwise 

Rk: The dummy operation that describes the first operation 

on machine k 

Minimize max (Ci=Fi+ti)                        (1) 

Subject to: 

Fi+ti ≤ Fj ∀ i, j ϵ Sij                             (2) 

Fi+ti+Sij ≤ Fj+M (1-Xijk) ∀ (i, j) ϵ D, (i, j, k | k=Mi=Mj)      (3) 

∑ �� � � ijk = 1 ∀ j ϵ D, (j, k | k=Mi=Mj)                (4) 

∑ �	 � � ijk = 1 ∀ i ϵ D, (i, k | k=Mi=Mj)                (5) 

tRk = 0 ∀ k ϵ M                                         (6) 

SRk,i = 0 Si,Rk = 0 ∀ i ϵ D, (i, k | k=Mi)                (7) 

Equation 1 presents the objective function that attempts to 

reduce the completion time of all operations. Constraint set 2 

ensures that an operation could not start until its preceding 

operation is done. Constraint set 3 insists that the starting time 

of each operation on one machine should be larger than the 

completion time of the operation that performs just before this 

operation considering the setup times between the pervious 

operation and current operation. Constraints set 4 and 5 force 

the job scheduling to have a unique sequence on each machine. 

In Constraints set 6 and 7, processing time and the relationship 

of setup times between dummy operations and other 

operations, which require the same machine, are set to zero. 

It is almost the same model proposed by Choi et al. [18]. 

The main limit of these models is that they did not consider 

the first and the last operations processed on each machine. 

In fact, constraint 4 and constraint 5 insist that each operation 

is preceded and pursued by another operation on all machines 

which is cannot be the case for the first and the last 

operations. The authors believe that despite of the supposing 

of dummy operation it did not solve efficiently the problem 

for both models. So it would be useful to develop a new 

model which deals effectively with this limit. 

2.2. Chinyao et al.’s Model 

For this model proposed by Chinyao et al. [19], different 

notations are used. These notations will be used for the rest 

of the paper as follows: 

n: number of jobs 

i, j: notation used for jobs 

Ek: set of jobs that are processed on the machine k 

mk: number of jobs which are processed on the machine k 

ni: operations number of job i 

Pik: processing time of job i on machine k 

JTik: starting time of job i on machine k 

Cmax: maximum completion time or makespan 

Sijk: the setup time between jobs i and j on machine k, if 

operation j is processed just after operation i 

S0ik: the starting setup time, if machine k starts with 

operation i 

Ui: Set of operation pairs, two consecutive operations, of 

job i 

STik: Starting time of setup of job i on machine k 

e0k: a dummy operation numbered 0 in the set Ek 

Xijk (i≠j): 1, if operation j is processed just after operation i 

on machine k 

0, otherwise 

Yijk (i≠j): 1, if operation j is processed after operation i on 

machine k 

0, otherwise 

Each job i has a fixed machine sequence σi = (σ1
i
, σ2

i
,.., σl

i
) 

where σk
i
 represents the k

th
 machine (operation) that the job i 

must is processed on. 

The mixed integer programming proposed by Chinyao et 

al. [19], supposing that there aren’t re-entrant flows and the 

objective consists just in minimizing the makespan, is written 

as follows: 

Minimize Cmax                            (8) 

Subject to 

JT σl
i +P σl

i ≤ Cmax ∀ i ϵ {1,.., n}               (9) 

JT σk
i +P σk

i ≤ JT σh
i ∀i ϵ {1,.., n}, ∀ σk

i, σh
i ϵ Ui     (10) 

JTik = STik+∑ �	 � 
�
 ∪{��} jikSjik ∀ k ϵ {1,.., m}, i ϵ Ek   (11) 

∑ �	 � 
�
 ∪{��} jik =1 ∀ k ϵ {1,.., m}, i ϵ Ek         (12) 

∑ �� � 
� e0ik =1 ∀ k ϵ {1,.., m}                (13) 

∑ �	 � 
�
 ijk ≤ 1 ∀ k ϵ {1,.., m}, i ϵ Ek            (14) 

JTik+Pik-M (1-Yijk) ≤ STjk ∀ k ϵ {1,.., m}, i, j ϵ Ek    (15) 

JTjk+Pjk-MYijk ≤ STik ∀ k ϵ {1,.., m}, i, j ϵ Ek      (16) 

Yijk - Xijk ≥ 0 ∀ k ϵ {1,.., m}, i, j ϵ Ek            (17) 

Yijk + Xjik ≤ 1 ∀ k ϵ {1,.., m}, i, j ϵ Ek           (18) 

Equation 8 presents the objective function of the model. 

Constraint set 9 defines the makespan of a system. The 

makespan must be larger than the completion times of all 

jobs. Constraint set 10 presents the precedence relationship 

between two consecutive operations. Constraint set 11 

defines the relation between the starting processing epoch 

and setup epoch. Constraint set 12 stipulates that there is only 

one preceding operation for each operation. Constraint set 13 

stipulates that only one operation can be the first for 

processing machine k. Constraint set 14 stipulates that each 

operation has at most one successive operation on each 

machine. Constraints set 15 and 16 are the constraint of the 

operational sequence of the operations that are processed on 

the same machine k. Constraints set 17 and 18 define the 

relation between the two variables, Yijk and Xijk. 

Although, this model handles with the limit of Moghaddas 

et al.[5]’s model and Choi et al.[18]’s model, in fact it deals 

well with the first and the last operations by adding a dummy 

operation on each machine, but it uses a huge number of 

variables that generates a huge number of constraints likely 
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authors are motivated to propose a new model which 

considers fewer variables and constraints. 

3. Proposed MIP Model and 

Comparisons 

3.1. Proposed Mixed Integer Program 

For the new model the same notations described in sub-

section 2.2 are used but the new MIP is built differently the 

MIP: 

Minimize Cmax                         (19) 

Subject to 

∑ �	 � 
�
 ijk ≤1 ∀ k ϵ {1,.., m}, i ϵ Ek              (20) 

∑ �	 � 
�
 jik ≤1 ∀ k ϵ {1,.., m}, i ϵ Ek              (21) 

JTjk ≥ JTik + Pik + M (Xijk-1) + Sijk ∀ k ϵ {1,.., m}, i, j ϵ Ek  (22) 

∑ ∑ �	 � 
�� � 
� ijk ≥ ��-1 ∀ k ϵ {1,.., m}           (23) 

JTik ≥ S0ik - M∑ �	 � 
�
 jik ∀ k ϵ {1,.., m}, i ϵ Ek       (24) 

JT σl
i +P σl

i ≤ Cmax ∀ i ϵ {1,.., n}               (25) 

JT σk
i +P σk

i ≤ JT σh
i ∀i ϵ {1,.., n}, ∀ σk

i, σh
i ϵ Ui     (26) 

Cmax ≥ 0                              (27) 

JTik ≥ 0 ∀ k ϵ {1,.., m}, i ϵ Ek                (28) 

Xijk ϵ {0, 1} ∀ k ϵ {1,.., m}, i, j ϵ Ek              (29) 

Equation 19 presents the objective function. Constraint set 

20 stipulates that each operation has at most one successive 

operation on all machines. Constraint set 21 stipulates that 

each operation is preceded at most by one operation on all 

machines. Constraint set 22 imposes that the starting time of 

each operation on each machine should be larger than the 

starting time of the operation that performs just before this 

operation considering the processing time of the previous 

operation as well as the setup times between the previous 

operation and the current operation. Constraint set 23 

stipulates that the job sequence on machine k is defined by 

the number of operations executed on machine k minus one 

binary variables equal to one. By dint of constraint set 22, 

which forces the MIP to minimize the number of binary 

variables equal to one in order to minimize the objective 

function and prohibits the partial grouping of operations on 

each machine, the authors could put the constraint set 23 in 

form of inequality. Constraint set 24 ensures that the starting 

time of a staring operation on each machine is larger than its 

starting setup time. Constraint set 25 ensures that the 

makespan is larger than the completion time of all jobs. 

Constraint set 26 presents the precedence relationship 

between each two consecutives operations for all jobs. 

Constraints set 27 and 28 represent the non-negativity 

restrictions for Cmax and JTik. Constraint set 29 represents 

the binary restrictions for Xijk. 

Unlike the existing models, the proposed MIP did not add 

a dummy operation for each machine in order to deal with 

the first and the last operations, so the authors considered 

them in the formulation of the constraints. 

If all starting setup time STik are equal to 0, which is often 

the case in practice, constraint set (24) can be eliminated. 

3.2. Comparison Between Models 

Table 1 shows the difference in term of characteristics 

number between the existing models and the proposed MIP. 

Table 1. Comparison between the proposed MIP and the existing models. 

Characteristics 
Number of binary 

variables 

Number of 

continuous variables 
Number of constraints 

New proposed model ∑ ��(�� − 1)�
���   ∑ ���

��� +1 n+m+3 ∑ ���
��� +∑ ��(�� − 1)�

��� +∑ (�� − 1)�
���  

Chinyao and al.‘s model 
Number ∑ ���

��� (2�� − 1)  2∑ ���
��� +1 n+2m+7 ∑ ���

��� +∑ (�� − 1)�
��� 2∑ ��(�� − 1)�

���  

Profit ∑ ���
���

2 ∑ ���
���   4 ∑ ���

��� +∑ ��(�� − 1)�
��� +m 

Moghaddas et al.’s model 
Number ∑ ��(�� + 1)�

���   ∑ ���
��� +1+m ∑ ��(�� + 1)�

��� +n+∑ (�� − 1)�
��� +4 ∑ (���

��� +1) 

Profit 2�� M 3∑ ���
��� -m+4 

 

According to Table 1 it’s clear that the proposed MIP 

permits to reduce considerably the number of binary 

variables, number of continuous variables and number of 

constraints comparing to Chinyao et al.[19]’s model. 

Moreover Table 1 shows Moghaddas et al.[5]’s model not 

only doesn’t deal with the first and the last operations on 

each machine but also contains more variables and 

constraints than the proposed model. 

The proposed MIP uses the same number of binary 

variables and continuous variables as the disjunctive model 

proposed by Manne [20] which is considered the best MIP 

for simple JSP According to Ku et al. [21]. Although the 

proposed MIP uses more constraints but the two models are 

equivalent for large size problems. 

4. Experimental Model 

Implementation and Validation 

In order to validate the proposed mixed integer 

programming, authors apply it in well-known example from 

the literature selected from Moghaddas et al. [5]. This 

example is characterized by four machines and four jobs. 

Table 2 shows the machine sequence of each job. 

m=4                                       (30) 
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n=4                                                       (31) 

Ek={1, 2, 3, 4} ∀ k ϵ {1,.., m}                (32) 

mk=4 ∀ k ϵ {1,.., m}                                (33) 

ni=4 ∀ i ϵ {1,.., n}                                  (34) 

Equations (30), (31), (32), and (34) describe the example. 

Table 3 contains the processing times Pik of each operation. 

Tables 4, 5, 6 and 7 represent the setup times Sijk between 

each two operations on each machine. For this example all 

starting setup time are considered equal to 0. 

Table 2. The machine sequencing of jobs. 

σi Sequencing 

σ1 4 3 2 1 

σ2 4 1 2 3 

σ3 3 2 4 1 

σ4 1 2 3 4 

Table 3. The processing times of each operation. 

Job Processing time 

1 2 3 2 3 

2 3 2 7 2 

3 4 3 6 4 

4 10 3 4 5 

Table 4. The setup times on machine 1. 

Sij1 

Job 1 2 3 4 

1 0 1 2 0 

2 1 0 1 0 

3 1 0 0 1 

4 1 0 2 0 

 

Table 5. The setup times on machine 2. 

Sij2 

Job 1 2 3 4 

1 0 0 1 1 

2 0 0 1 0 

3 0 2 0 0 

4 0 2 1 0 

Table 6. The setup times on machine 3. 

Sij3 

Job 1 2 3 4 

1 0 0 2 1 

2 1 0 1 1 

3 0 2 0 1 

4 0 2 0 0 

Table 7. The setup times on machine 4. 

Sij4 

Job 1 2 3 4 

1 0 3 1 3 

2 2 0 2 2 

3 1 4 0 3 

4 1 1 2 0 

Based on the proposed model, authors used Lindo 6.1 to 

solve this problem and got Cmaxoptimal=24 and the results of 

starting times of operations and sequence order are given in 

Tables 8 and 9: 

Table 8. The starting times of operations. 

JTik k i 1 2 3 4 

1 21 13 9 0 

2 13 15 22 5 

3 16 4 0 10 

4 0 10 13 19 

 

Table 9. The values of the binary variables. 

Xijk ij k 12 13 14 21 23 24 31 32 34 41 42 43 

1 0 0 0 0 1 0 1 0 0 0 1 0 

2 1 0 0 0 0 0 0 0 1 1 0 0 

3 0 0 1 0 0 0 1 0 0 0 1 0 

4 1 0 0 0 1 0 0 0 1 0 0 0 

Figure 1 illustrates the Gantt of the optimal solution of the described problem. 

 

Figure 1. Gantt of the optimal solution for the described problem. 
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5. Conclusion 

The main contribution of this paper is the proposition of a 

new MIP which deals with separable SDST in order to 

minimize the makespan. The model was designed to be 

subtly faster than existing one in literature. The proposed 

model was compared it to the main existing models in 

literature handling with SDST. Authors found that it 

considers less number of binary and continuous variables, in 

addition less number of constraints then potentially better 

convergence. To validate the model and its waited 

performance, it was implemented on a well-known example 

from literature including four jobs and four machines. 

An additional interest of the new proposed MIP is that it is 

possible to adapt it easily for others objective functions such 

as min ∑Ci, min Lmax, min ∑Li, min ∑Ti, min Tmax or add 

equally others constraints such as release time constraints, 

time lags constraints, precedence constraints, reentrant flows. 
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