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Abstract: It is a difficult issue for complex information mining, especially for interval-valued information mining. In this paper, an iterative interval-valued mining model is proposed that classifies the interval-valued information into three types, viz., "Interval-Value", "Interval-Interval" and "Interval-Matrix". As to the "Interval-Value" information, the "Netting"→"Type-I clustering"→"Type-II clustering" method is adopted to handle; as to the "Interval-Interval" information, the interval medium clustering method is adopted to handle; as to the "Interval-Matrix", the matrix threshold clustering method is adopted to handle. Finally, based on these three interval-valued clustering methods, the iterative data mining model has been designed. The motivation is to mine the interval-valued association rules from the interval-valued complex information. By the experimental study in the typical interval-valued information fields, the experimental results show the effectiveness and efficiency of the models and algorithms.
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1. Introduction

Interval-valued is a sort of calculation pattern, which can present the accurate range of an objective value, and is widely used in aeronautics, military and astronomy. By iterative data mining, the real-time dynamically changing data can be mined. Since the data in real-life are always in changing, the iterative data mining has more practical significance.

In this paper, the motivation is to study the features of interval-valued clustering, and further explore the iterative data mining method based on interval-valued clustering.

The related researches include: (1) the research on interval-valued model; (2) the research on dynamic data mining; (3) the research on iterative algorithm.

The research on interval-valued model aims at the model design based on interval-valued. The typical research includes the “interval-valued based on Interval Order Relations” [1] and the “stereo matching algorithm based on interval-valued fuzzy sets” [2]. Liu et al. proposed a real-coded genetic algorithm with ranking selection to solve the mixed integer constrained optimization problem, called by “interval-valued model based on Interval Order Relations” [1]. Sheng et al. developed a stereo matching based on interval-valued fuzzy sets [2]. In addition, Zhang et al. proposed the interval-valued algorithm based on Network Flow to solve the multi-echelon, spare-part inventory management problem [3]; Ghiyasvand also proposed an interval and fuzzy data model to solve the minimum cost flow problem [4]. These researches provide the enormous impetus for the study of interval-valued models.

Dynamic data mining research aims at mining the dynamic data. The typical research includes the “proximate dynamic model for data mining” [5] and the “data mining model in dynamic environments” [6]. Yin proposed a proximate dynamic model to conduct the processing of dynamic data, and conducted the experimental validations by the dynamic datasets of aeronautics, stock and medicine [5]. Matsubara et al. combine the neural network algorithm and the association rules mining algorithm to conduct dynamic data mining [6]. In addition, Wu et al. constructed a support vector machine model to conduct data mining [7]; Duncan et al. also used the knowledge discovery and data mining technology via a dynamic web site [8].

Iterative algorithm design aims at the design of high-efficient mining algorithms, the typical research includes the “distributed iterative algorithm” [9] and the “iterative
algorithm with matrix operations" [10], where Kibiriya and Ramon analyzed the convergence of the distributed algorithms, and proposed the Time Invariant Convergence-Optimal Quantizer algorithm and the Time Varying Convergence-Optimal Quantizer algorithm [10]. In addition, Plonka et al. designed an iterative Fourier-transform algorithm for the design of diffractive optical elements [11].

The features of interval-valued are combined to propose three interval-valued clustering algorithms. Further, apply the interval-valued algorithms to the complex information mining, and design an iterative data mining method based on interval-valued clustering.

The organization of the paper is as follows: in the next section we will introduce the method of interval-valued clustering, including the “Interval-Value” clustering, the “Interval-Interval” clustering, and the “Interval-Matrix” clustering. Section 3, the iterative data mining method based on the interval-valued clustering is explored. Section 4 is the experiment study. Section 5 is the conclusion and the future research direction.

2. Interval-Valued Clustering

Interval-valued clustering has three patterns, viz., <interval; value>, <interval; interval> and <interval; matrix>.

2.1. “Interval-Value” Clustering

Suppose \( x_1, x_2, \ldots, x_n \) is \( n \) objects, whose values are interval-valued. The similarity matrix is as follows:

\[
R(r_{ij}) = \begin{bmatrix}
1 & [t^f_{j1}, t^m_{j1}] & 1 & \cdots & 1 \\
[t^l_{i1}, t^m_{i1}] & 1 & \cdots & \cdots & 1 \\
[t^l_{i2}, t^m_{i2}] & [t^l_{i3}, t^m_{i3}] & 1 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
[t^l_{in}, t^m_{in}] & [t^l_{i2}, t^m_{i2}] & \cdots & \cdots & 1 
\end{bmatrix}
\]  

Where \( r_{ij} \) is any element of the matrix \( R \), and \( r_{ij} = [t^l_{ij}, t^m_{ij}] \); \( t^l_{ij} \) is the lower boundary of the interval, and \( t^m_{ij} \) is the upper boundary of the interval. \( R(r_{ij}) \) is asymmetry matrix and \( r_{ij} \) is the similarity of \( x_i \) and \( x_j \), where \( i, j = 1, 2 \ldots n \).

Suppose \( \lambda_0 \) is the threshold of Interval-Value clustering, and then, the Interval-Value clustering method is designed as “Netting”→“Type-I clustering”→“Type-II clustering”.

1. Netting. If \( \lambda_0 \in [t^l_{ij}, t^m_{ij}] \), then \( [t^l_{ij}, t^m_{ij}] \) is replaced by “#” in matrix \( R \); if \( t^l_{ij} > \lambda_0 \), then \( [t^l_{ij}, t^m_{ij}] \) is replaced by “×” in matrix \( R \); and if \( t^m_{ij} < \lambda_0 \), then \( [t^l_{ij}, t^m_{ij}] \) is replaced by a space in matrix \( R \).

2. Type-I clustering. For each “×”, find the corresponding objects in the diagonal, and cluster them into one set. See also Figure 2.

(3) Type-II clustering. For each “#”, find the corresponding objects in the diagonal, and cluster them into one set. See also Figure 2.

In Figure 2, there are 4 objects marked by 1, 2, 3 and 4. And there are one “×” and two “#”. Where, the “×”relates to the object 1 and the object 2; the former “#” relates to the object 1 and the object 4, and the latter “#” relates to the object 2 and the object 4.

Type-I clustering can clearly discern the objects, whereas type-II clustering cannot clearly discern the objects. For example, \{1, 2\} is a clear set in Figure 2, whereas both \{1, 4\} and \{2, 4\} are all loose sets for they cannot clearly cluster the objects.

Definition 1. Call “×” as node and “#” as similar node, where “Node” corresponds to the clear clustering, and “similar node” corresponds to the loose clustering.

Suppose \( A = \{x_1, x_2, \ldots, x_n\} \), the similar interval between the objects \( x_i \) and \( x_j \) is \( [t^l_{ij}, t^m_{ij}] \). Let \( \alpha_m = \min\{\lambda_0 - (t^l_{ij} - t^m_{ij})\} \), where \( \lambda_0 \) is the threshold of Interval-Value clustering. If \( \alpha_m \geq 0.5 \), then \( x \) belongs to \( A \).

Suppose \( \alpha = \max\{\alpha_{A1}, \alpha_{A2}, \ldots, \alpha_{Am}\} \), where \( A1, A2, \ldots, Am \) denote \( m \) sets. If \( \alpha = \alpha_{Am} \geq 0.5 \), then \( x \) belongs to \( A_j \); else if \( \alpha = \alpha_{Am} < 0.5 \), then \( x \) is a separated set.

Example 1. Suppose \( x_1, x_2, \ldots, x_n \) is \( n \) objects, and the similarity matrix is:

\[
R = \begin{bmatrix}
1 & \{(0.85,0.9)\} & 1 \\
\{(0.3,0.66)\} & \{(0.7,0.8)\} & 1 \\
\{(0.2,0.67)\} & \{(0.4,0.6)\} & \{(0.7,0.72)\} & 1 \\
\{(0.7,0.98)\} & \{(0.7,0.9)\} & \{(0.1,0.7)\} & \{(0.22,0.5)\} & 1 
\end{bmatrix}
\]

And \( \lambda_0 = 0.8 \) is the threshold of Interval-Value clustering.

Then, object \( x_1 \) and object \( x_2 \) consists of “××”; object \( x_3 \) and object \( x_5 \) consists of “#” and object \( x_2 \) and object \( x_5 \) also
consist of “∗”. According to the Interval-Value clustering method, \([x_1, x_2]\) is a clear set denoted by A1, and \([x_2, x_3, x_5]\) is a loose set denoted by B. For \(x_3\) belongs to the clear set A1, \(x_5\) and \(x_3\) are required to be evaluated whether they belong to the clear set A1.

So, the evaluation process is as follows:

For object \(x_1\): \(A_{A1} = \max \{\min \{(0.66 – 0.8)/(0.66 – 0.3), (0.8 – 0.8)/(0.8 – 0.7)\}\} = -0.42\)

For object \(x_5A_{A1} = \max \{\min \{(0.98 – 0.8)/(0.98 – 0.7), (0.9 – 0.8)/(0.9 – 0.7)\}\} = 0.5\)

According to the Interval-Value clustering method, \(x_5\) belongs to A1, viz., \(A_1 = \{x_1, x_2, x_5\}\), and \(x_5\), \(x_3\) are separated sets denoted by \(A_2 = \{x_3\}\) and \(A_3 = \{x_4\}\), respectively.

So, \(A_1 = \{x_1, x_2, x_5\}\), \(A_2 = \{x_3\}\) and \(A_3 = \{x_4\}\).

2.2. “Interval-Interval” Clustering

Suppose \(x_1, x_2, \ldots, x_n\) is \(n\) objects, whose values are interval-valued. Suppose \(\alpha_0\) is the threshold of Interval-Interval clustering whose value is interval-valued. Obviously, \(\lhd x_1, x_2, \ldots, x_n; \alpha_0 \rhd\) are interval-interval pairs and called Interval-Interval clustering pattern.

Suppose \(A = \{x_1, x_2, \ldots, x_n\}\) and \(\alpha_0 = [\alpha_0^-, \alpha_0^+].\) The similar interval between the object \(x\) and the object \(x_i\) is \([t_i^-, t_i^+].\)

(1) If \([\alpha_0^-, \alpha_0^+] \cap [t_i^-, t_i^+] \neq \emptyset\), then \([t_i^-, t_i^+])\) is replaced by “∗” and called a similar node in Figure 2; if \(\alpha_0^- < t_i^-\), then \([t_i^-, t_i^+]\) is replaced by “×” and called a node in Figure 2; and if \(\alpha_0^+ > t_i^+\), then \([t_i^-, t_i^+]\) is replaced by a space in Figure 2.

(2) The similarity of the object \(x\) belonging to \(A\) is defined as:

\[
[\alpha_x^-, \alpha_x^+] = \min \{[\alpha_1^-, \alpha_1^+], [\alpha_2^-, \alpha_2^+] \ldots [\alpha_i^-, \alpha_i^+] \ldots [\alpha_n^-, \alpha_n^+]\}
\]

(2)

Where,

\[
\alpha_i^- = \begin{cases} 1 + \frac{t_i^+ \log_2 \frac{\alpha_0^-}{t_i^-}}{t_i^+ - t_i^-} & \text{if } t_i^- \leq \alpha_0^- < t_i^+ \\ 0 & \text{otherwise} \end{cases}
\]

\[
\alpha_i^+ = \begin{cases} 1 + \frac{t_i^+ \log_2 \frac{\alpha_0^+}{t_i^-}}{t_i^+ - t_i^-} & \text{if } t_i^- \leq \alpha_0^+ < t_i^+ \\ 0 & \text{otherwise} \end{cases}
\]

(3) If the similarities of object \(x\) belonging to the set \(A_1, A_2, \ldots, A_m\) are \([\alpha_1^-, \alpha_1^+]\), \([\alpha_2^-, \alpha_2^+]\) \ldots \([\alpha_m^-, \alpha_m^+]\), respectively, then, let \(\alpha = \max\{(\alpha_1^+ + \alpha_1^-)/2, (\alpha_2^+ + \alpha_2^-)/2 \ldots (\alpha_m^+ + \alpha_m^-)/2\}.

If \(\alpha = (\alpha_i^+ + \alpha_i^-)/2 \geq 0.5\) then object belongs to \(A_i\); else if \(\alpha = (\alpha_i^+ + \alpha_i^-)/2 < 0.5\), then \(x\) is a separated set.

Example 2. In Example 1, if \(\alpha_0 = [0.7, 0.8]\) that is the threshold of Interval-Interval clustering, the Interval-Interval clustering process is as follows:

Object \(x_1\) and object \(x_2\) consists of “×”; object \(x_2\) and object \(x_3\), object \(x_3\) and object \(x_4\), object \(x_4\) and object \(x_5\), and object \(x_5\) and object \(x_3\) consist of “∗”, respectively.

According to the Interval-Interval clustering method, \(x_1, x_3\) is a clear set denoted by A1, and \(\{x_2, x_3, x_4, x_5\}\) is a loose set denoted by B. For \(x_3\) belongs to the clear set A1, \(x_1, x_2\) and \(x_5\) are required to be evaluated whether they belong to the clear set A1 or not.

So, the evaluation process is as follows:

For object \(x_1\): \(A_{A1} = \max \{\min \{(0.66 – 0.8)/(0.66 – 0.3), (0.8 – 0.8)/(0.8 – 0.7)\}\} = 0\)

For object \(x_2\), \(A_{A1} = \max \{\min \{(0.98 – 0.8)/(0.98 – 0.7), (0.9 – 0.8)/(0.9 – 0.7)\}\} = 0.5\)

According to the Interval-Value clustering method, \(x_5\) belongs to A1, viz., \(A_1 = \{x_1, x_2, x_5\}\), and \(x_3, x_4\) are separated sets denoted by \(A_2 = \{x_3\}\) and \(A_3 = \{x_4\}\), respectively.

Therefore, \(A_1 = \{x_1, x_2, x_3\}\), \(A_2 = \{x_3\}\) and \(A_3 = \{x_4\}\).

2.3. “Interval-Matrix” Clustering

Interval-Matrix clustering is the pattern that the threshold of Interval-Matrix clustering is a matrix. Suppose \(x_1, x_2, \ldots, x_n\) is \(n\) objects whose values are interval-valued, and \(\alpha_0\) is the threshold of Interval-Matrix clustering whose value is matrix. Obviously, \(\lhd x_1, x_2, \ldots, x_n; \alpha_0 \rhd\) is called Interval-Matrix clustering pattern.

The threshold of Interval-Matrix clustering has the following form:

\[
\alpha_0(\lambda_{ij}) = \begin{bmatrix} 1 \\ \lambda_{2,1} \\ \vdots \\ \lambda_{m,1} \\ \lambda_{2,2} \ldots 1 \end{bmatrix}
\]

(3)

Where, any element \(\lambda_{ij}\) of the matrix \(\alpha_0\) denotes the clustering threshold between the object \(i\) and the object \(j\).

Suppose \(A = \{x_1, x_2, \ldots, x_n\}\) and the similar interval between the object \(x\) and the object \(x_i\) is \([t_i^-, t_i^+]\).

(1) If \(\lambda_{ij} \in [t_i^-, t_i^+]\), then \([t_i^-, t_i^+]\) is replaced by “∗” and called a similar node; if \(\lambda_{ij} < t_i^-\), then \([t_i^-, t_i^+]\) is replaced by “×”and called a node; and if \(\lambda_{ij} > t_i^+\), then \([t_i^-, t_i^+]\) is replaced by a space.

(2) The similar interval between the objects \(x\) and \(x_i\) is \([t_i^-, t_i^+]\); and the clustering threshold between the object \(x\) and the object \(x_i\) is \(\lambda_{ij}\).

Example 3. The similarity of the object \(x\) belonging to \(A\) is \(\alpha_A = \min\{(t_i^+ - \lambda_{ij}) / (t_i^- - t_i^-)\} \). If \(\alpha_A \geq 0.5\), then \(x\) belongs to \(A\).
(4) \( \alpha = \max \{\alpha_{A1}, \alpha_{A2}, \ldots \alpha_{A_m}\} \), where \( A1, A2 \ldots Am \) are \( m \) sets. If \( \alpha = \alpha_{A_i} \geq 0.5 \), then \( x \) belongs to \( A_i \); else if \( \alpha = \alpha_{A_i} < 0.5 \), then \( x \) is a separated set.

Example 3. In Example 1 and Example 2, if the threshold of Interval-Matrix clustering is:

\[
\lambda_0 (\lambda_{i,j}) = \begin{bmatrix}
1 & 0.8 & 1 \\
0.7 & 0.8 & 1 \\
0.8 & 0.7 & 0.8 & 1 \\
0.65 & 0.49 & 0.8 & 0.8 & 1
\end{bmatrix}
\]

The clustering for the objects \( x_1, x_2, \ldots x_n \) should use the Interval-Matrix clustering method.

Obviously, object \( x_1 \) and object \( x_2 \) consist of “×”; object \( x_1 \) and object \( x_5 \), and object \( x_2 \) and object \( x_4 \) also consist of “×”; and object \( x_3 \) and object \( x_5 \) consists of “×”. According to the Interval-Matrix clustering method, \( \{x_1, x_2, x_5\} \) is a clear set denoted by \( A1 \), and \( \{x_2, x_3\} \) is a loose set denoted by \( B \). For \( x_2 \) belongs to the clear set \( A1 \), \( x_3 \) is required to be evaluated whether it belongs to the clear set \( A1 \).

So, the evaluation process is as follows:

For object \( x_2: a_{A1} = \max \{\min \{(0.66 - 0.7)/(0.66 - 0.3), (0.8 - 0.8)/(0.8 - 0.7)\}\} = -0.12 \)

According to the Interval-Matrix clustering method, \( x_3 \) does not belong to \( A1 \), viz., \( A1 = \{x_1, x_2, x_5\}, A2 = \{x_3\} \) and \( A3 = \{x_4\} \).

So, \( A1 = \{x_1, x_2, x_5\}, A2 = \{x_3\} \) and \( A3 = \{x_4\} \).

3. Interval-Valued Clustering for Complex Information Mining

3.1. Model Descriptions

The complex information mining model based on interval-valued clustering is shown in Figure 3.

![Figure 3. Complex Information Mining Model.](image)

In Figure 3, “interval-valued clustering” denotes that the interval-valued clustering methods are adopted to cluster the objects into different classes; “Clusters” denotes the generated classes; “Intended knowledge” denotes that the association mining methods are adopted to discover the associations among the clusters and finally form the intended knowledge; “Association mining” denotes the association mining methods; and “Observations” denotes the intended knowledge is observed and revised according to the domain knowledge.

Remarks

1. Given \( n \) objects \( x_1, x_2, \ldots x_n \), use the interval-valued clustering methods to cluster them into \( m \) classes \( A1, A2, \ldots Am \).
2. According to \( A1, A2, \ldots Am \), transfer the related transaction dataset into the form of “class-data set”.

   For any \( x_i \), if \( x_i \in A_m \), then replace \( x_i \) by \( A_i \).

For example, \( 16, 28, 87 \Rightarrow A1, A2, A3 \), where \( 16 \in A1, 28 \in A2, 87 \in A3 \).
3. Remove the redundant information in the dataset.
4. Mine the association relation among \( A1, A2, \ldots Am \) in the dataset.
5. According to the domain knowledge check the relation among \( A1, A2, \ldots Am \), merge the clear relation sets, and further revise the clusters \( A1, A2, \ldots Am \).
6. Repeat the above steps (2) – (5) until the final clusters and association relation meet the actual situation.

3.2. Model Designs

For database \( DB \), each row of \( DB \) represents an object and each column of \( DB \) represents one attribute of the object. Extract the attributes with computation feature of all the objects’ attributes, and regard them as the computation attributes of interval-valued, and adopt the following formula to compute the similarities between the objects:

\[
S_{\min}(O_i, O_j) = \left[ \sum_{k=1}^{M} (O_{i,k}^{\min} - O_{j,k}^{\min})^2 \right]^{0.5} \quad S_{\max}(O_i, O_j) = \left[ \sum_{k=1}^{M} (O_{i,k}^{\max} - O_{j,k}^{\max})^2 \right]^{0.5}
\]

Where, \( [S_{\min}(O_i, O_j), S_{\max}(O_i, O_j)] \) is the similarity of the object \( O_i \) and the object \( O_j \). \( O_{i,k}^{\min} \) is the minimal value of the object \( O_i \) in \( k^{th} \) attribute, and \( O_{i,k}^{\max} \) is the maximal value of the object \( O_i \) in \( k^{th} \) attribute, and the rest may be deduced by the same token. \( M \) is the number of common attributes of the object \( O_i \) and the object \( O_j \).

Algorithm 1. Interval-Value Clustering Algorithm.

Input: \( S = \{o_1, o_2, \ldots o_n\} \), the set of \( n \) objects; \( M \), the number of attributes of the object; \( \lambda_0 \), the threshold of Interval-Value clustering.

Output: \( [S_{\min}, S_{\max}] \), the minimal similarities between the objects and the maximal similarities of the objects; \( R \), the similarities matrix.

Method:

1. for any element \( o_i \) in \( S \) //
2. for any element \( o_i \) in \( S \)
3. \( S1 = 0 \); \( S2 = 0 \);
4. for \( k = 1 \) to \( M \) //
5. \( xx1 \leftarrow \text{min}(o_i, k) \);// get the minimal value on the \( k^{th} \)
attribute related to \( o_i \)

(6) \( yy_1 \leftarrow \max(o_i, k) \); // get the maximal value on the \( k \)th attribute related to \( o_i \)

(7) \( xx_2 \leftarrow \min(o_i, k) \); // get the minimal value on the \( k \)th attribute related to \( o_j \)

(8) \( yy_2 \leftarrow \max(o_j, k) \); // get the maximal value on the \( k \)th attribute related to \( o_j \)

(9) \( S_1 \leftarrow (xx_1 - yy_2) * (xx_1 - yy_2); \) \( S_2 \leftarrow (yy_1 - xx_2) * (yy_1 - xx_2) \);

(10) \}

(11) \( R(S_{\min}, S_{\max}) \leftarrow [\sqrt{S_1}, \sqrt{S_2}] \);

(12) \}

(13) for any element \( r_{ij} \leftarrow [t_{ij}, t_{ij}^\prime] \) in \( R \) {

(14) if \( \lambda_0 \in r_{ij} \)

(15) \( r_{ij} \leftarrow \times; \)

(16) else if \( \lambda_0 < t_{ij} \)

(17) \( r_{ij} \leftarrow \times^\prime; \)

(18) else if \( \lambda_0 > t_{ij}^\prime \)

(19) \( r_{ij} \leftarrow \times^\prime; \); // \( r_{ij} \) is replaced by a space

(20) \}

(21) for each “\( \times^\prime \)” in \( R \) {

(22) \( A \leftarrow \) find the corresponding objects in the diagonal of \( R; \}

(23) for each “\( \times \)” in \( R \) {

(24) \( B \leftarrow \) find the corresponding objects in the diagonal of \( R; \}

(25) for each \( b \) in \( B \) {

(26) \( a \leftarrow \) compute the similarity related \( A \) under the condition \( \lambda_0; \)

(27) if \( \alpha > 0.5 \)

(28) \( A \leftarrow b; \)

(29) else \( b \) as a separated set;

Remarks. In Algorithm 1, firstly travel the \( n \) objects, and select any two objects from them to conduct the comparisons and compute their minimal similarity and maximal similarity. By \( \min(o_i, k) \), compute the minimum of object \( o_i \) on the \( k \)th attribute; by \( \max(o_i, k) \), compute the maximum of object \( o_i \) on the \( k \)th attribute, and others may be deduced by the same token. And then, the similarities between all the objects (including the maximal similarity and the minimal similarity) are stored in the similarities matrix \( R \). Finally, conduct the interval-valued clustering process, as shown in the steps (13) – (29).

Suppose \( o_1, o_2, \ldots \) are classified into \( A_1, A_2, \ldots A_m \), and then, according to the following algorithm, conduct the processing of interval-valued data mining.

Algorithm 2. Interval-valued Data Mining Algorithm.

Input: \( A = \{A_1, A_2, \ldots A_m\} \), the set of \( m \) classes; \( S = \{o_1, o_2, \ldots o_n\} \), the set of \( n \) objects; \( \min\_\text{Supp} \), the threshold of Support; \( \min\_\text{Conf} \), the threshold of Confidence; \( \text{NUM} \), the number of repeating execution.

Output: \( \text{AR} \), the association rules.

Method:

(1) for any element \( A_i \) in \( A \) {

(2) for any element \( o_j \) in \( S \) {

(3) if \( o_j \in A_i \)

(4) \( o_j \leftarrow \) sign of \( A_i \); // Replace \( o_j \) by the sign of \( A_i \)

(5) }

(6) (6) for each element \( l \) in \( S \) { // Remove the redundant information in \( S \);

(7) for each element \( o_j \) in \( l \) {

(8) if \( o_j \) first occurs

(9) mark \( o_j \)

(10) else delete \( o_j \)

(11) }

(12) \( \text{Apriori}_L(S, \min\_\text{Supp}, \min\_\text{Conf}); // \text{Apriori}_L \) see also Ref.[14, 15]

(13) \( \text{Cnt}++; \)

(14) repeat (1) – (13) until \( \text{Cnt} > \text{NUM} \);

Remarks. In Algorithm 2, firstly according to the elements in set \( A \), transform the set \( S \) into the form of “class-data set”, viz., for any element \( x \) in \( S \), if \( x \in A_i \), then replace \( x \) by \( A_i \). To be followed up, conduct the reduction for the repeating elements in set \( S \). Finally, call the algorithm \( \text{Apriori}_L(S, \min\_\text{Supp}, \min\_\text{Conf}) \) to mine the association rules among \( A_1, A_2, \ldots; \) \( \text{Apriori}_L(S, \min\_\text{Supp}, \min\_\text{Conf}) \) is a data mining algorithm [12, 13, 14, 15], where \( S \) is the “class-data set”, \( \min\_\text{Supp} \) is the threshold of Support, and \( \min\_\text{Conf} \) is the threshold of Confidence. \( \text{NUM} \) is the number of iterations.

4. Experiments

In this section, we will firstly present the experiment settings and steps, and then, the experimental results will be stated which will be able to validate the performance of the proposed model.

The experiments were performed on a ThinkPad T420s with Intel CORE i5-2520M Dual CPU and 4GB of RAM. The operating system was MS Windows XP Professional SP3, and the development tool was MS VStudio.

The experimental steps are as follows:

(1) Read the set of objects;

(2) Scan each attribute of the object, and work out the taking-value interval of each attribute;

(3) According to formula 5, compute the similarities between objects;

(4) According to Algorithm 1, cluster the objects into \( m \) classes;

(5) Replace the object by the class that the object belongs to, and form the set of “class-data”;

(6) In the set of “class-data”, use \( \text{Apriori}_L \) algorithm to mine the association rules;

(7) According to the domain knowledge, check the generated association relations between “classes”;

(8) Combine the similar association relations of “classes”;

(9) Apply the revised “classes” to the set of objects, and iteratively conduct the mining of association rules between “classes”.

4.1. Experiment I: Mining Research of Aeronautical Objects Dataset

Aeronautical object dataset is provided by the bibliography [16, 17]. This dataset describes the behavioral streams generated by two fighters during the dogfight, where each data unit is a three-dimension vector, viz., the owner of behavior
(number of the fighters), behavior (number of the maneuvers) and the time tag, shown as follows:

```c
struct Time_Owner_Actions {
  long OwnerID; // number of the fighter
  int Act; // number of the maneuvers
  int Time; // the time tag
};
```

In this experiment, the aeronautical object dataset being used includes 13140 records. Where, "number of the fighters" involves in two taking values, viz., 0 and 1; "number of the maneuvers" involves in 13 Basic Fighter Maneuvers (BFMs) that are "pursuit", "break pull", "right pull", "left pull", "break descend", "fighting turn", "high Yo-Yo", "low Yo-Yo", "half-loop roll", "flick half roll", "quick hover", "speed-up turn", "level flight", encoded by 1, 2, …, 13. "time tag" encodes the time slice, viz., 0001, 0002, ….

Firstly read the dataset of aeronautical objects into memory, scan the involved owner ID, act number and the time number, and compute the intervals of their taking values. Table 1 shows the taking-value intervals of the involved attributes in the dataset of aeronautical objects.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Descriptions</th>
<th>Taking-value intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td>OwnerID</td>
<td>Number of fighters</td>
<td>OwnerID ∈ [1, 2] and OwnerID ∈ Z</td>
</tr>
<tr>
<td>Act</td>
<td>Number of maneuvers</td>
<td>Act ∈ [1, 13] and Act ∈ Z</td>
</tr>
<tr>
<td>Time</td>
<td>Time tag</td>
<td>Time ∈ Z</td>
</tr>
</tbody>
</table>

In Table 1, “Attributes” denotes the involved attributes of each aeronautical object; “Descriptions” denotes the descriptions for the corresponding attribute; “Taking-value intervals” denotes the taking-value of the corresponding attribute.

According to Formula 5, compute the similarities between the aeronautical objects.

According to Algorithm 1, cluster the objects into different set. Table 2 shows the results of interval-valued clustering.

<table>
<thead>
<tr>
<th>λ₀</th>
<th>Number of sets</th>
<th>λ₀</th>
<th>Number of sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1018</td>
<td>0.15</td>
<td>1018</td>
</tr>
<tr>
<td>0.2</td>
<td>225</td>
<td>0.25</td>
<td>225</td>
</tr>
<tr>
<td>0.3</td>
<td>225</td>
<td>0.35</td>
<td>225</td>
</tr>
<tr>
<td>0.4</td>
<td>221</td>
<td>0.45</td>
<td>82</td>
</tr>
<tr>
<td>0.5</td>
<td>82</td>
<td>0.55</td>
<td>82</td>
</tr>
<tr>
<td>0.6</td>
<td>82</td>
<td>0.65</td>
<td>74</td>
</tr>
<tr>
<td>0.7</td>
<td>72</td>
<td>0.75</td>
<td>6</td>
</tr>
<tr>
<td>0.8</td>
<td>4</td>
<td>0.85</td>
<td>1</td>
</tr>
<tr>
<td>0.9</td>
<td>1</td>
<td>0.95</td>
<td>1</td>
</tr>
</tbody>
</table>

In Table 2, “λ₀” denotes the threshold of interval-valued clustering, and “Number of sets” denotes the clustering number of aeronautical objects dataset under different thresholds.

Then, use the sets in Table 2 to replace the elements in the set. For example, A = {Object 1, Object 2, Object 5}, and then, in the aeronautical objects dataset, replace the object 1, object 2 and object 5 with A.

Arrange the aeronautical objects dataset. Reduce the redundant elements and get the set of “class-data”.

For example:
- Object 1, Object 2, Object 3
- Object 4, Object 5
- Object 1, Object 5

Where A = {Object 1, Object 2, Object 5}, B = {Object 3, Object 4}. And then:
- A, A, B(reduction) → A, B
- A, B(reduction) → A, B
- A, B(reduction) → A, B

Use the association rule mining algorithm AprioriL to mine the set of “class-data”. For example, A → B.

Finally, combine the similar association rules. Merge the similar classes, reduce the redundant and conduct the mining iteratively. For example, Class A is similar with Class C, and then, we can replace C with A, replace C→D with A→D and rid A→C.

Figure 4 shows in the function AprioriL, as the difference of min_Supp, the number of the mined association rules is also different.

Figure 5 shows in the function AprioriL, as the difference of min_Conf, the number of mined association rules is also different.

Figure 4 and Figure 5 show, by the method of interval-valued clustering, in the aeronautical objects dataset, the qualified (min_Supp, min_Conf) association rules can be mined.

By the experiments, we find some typical aeronautical objects association rules. Where, “low-speed Yo-Yo → pursuit” denotes that, if the maneuver low-speed Yo-Yo is conducted, then it implies the maneuver pursuit will be conducted; “left pull → right pull” denotes that, if the left pull is conducted, then the next maneuver will possibly be right pull; “half-loop turn → level fly” denotes that, the maneuver half-loop turn is
conducted, then it implies the maneuver level fly will be conducted; “quick hover → fighting turn” denotes that, the maneuver quick hover is conducted, then it implies the maneuver fighting turn will be conducted.

In the field of aeronautics, these mined association rules are all with good reference value.

4.2. Experiment Two: Mining Research of Large Stock Dataset

Large stock dataset is from the software DataAnalyzer (http://www.fxj.net.cn/), and the dataset includes 20530 records, 54 attributes. And the missing values are filled with the mean-value of the same type of data; partial seemingly contradictory records are revised and deleted directly; non-numerical attributes are conducted the processing of “sampling”, normalizing qualification and encoding.

Firstly, read the large dataset into memory. Scan the taking-values of each attribute and make them into interval-valued.

To follow up, according to Formula 5, compute the similarities between records.

And then, according to Algorithm 1, cluster different records into different classes, and thus get the set of “class-data”.

Table 3 is the interval-valued clustering result of the large dataset under different clustering thresholds.

<table>
<thead>
<tr>
<th>( \lambda_0 )</th>
<th>Number of classes</th>
<th>( \lambda_0 )</th>
<th>Number of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>753</td>
<td>0.15</td>
<td>753</td>
</tr>
<tr>
<td>0.2</td>
<td>445</td>
<td>0.25</td>
<td>445</td>
</tr>
<tr>
<td>0.3</td>
<td>36</td>
<td>0.35</td>
<td>31</td>
</tr>
<tr>
<td>0.4</td>
<td>13</td>
<td>0.45</td>
<td>1</td>
</tr>
</tbody>
</table>

In Table 3, “\( \lambda_0 \)" is the threshold of interval-valued clustering, and when \( \lambda_0 > 0.45 \) the number of clustering is not larger than 1.

The classes in Table 3 are used to replace the association objects in the original dataset. For example, if \( A = \{ o_1, o_2, o_3 \} \), then \( o_1, o_2 \) and \( o_3 \) will be replaced by \( A \).

For the revised large dataset, the reduction process is conducted, and the purpose is to rid the redundant elements.

As mentioned above, the algorithm AprioriL is used to mine the “classes” association rules.

Finally, according to the domain knowledge, the similar classes and the similar association rules in the meaning are combined.

Repeat the replacements of classes, association rules mining and the combination of classes, and the process is iteratively conducted.

Figure 6 is the case of the final mined association rules as the changes of the Support thresholds when the iteration is terminated.

In Figure 6, when the threshold of Support changes from 0.4 to 0.9, the number of the rules discovered by the iterative data mining is shown. Where, the appearing flat line segment means the clustering is stabilized in certain number, and the mined number of rules is not affected by the threshold of Support in this case.

Figure 7 is the case when the iteration is terminated the final mined association rules change as the threshold of Confidence changes.
In Figure 7, it shows the case of the number of the mined association rules when the iteration is terminated. Where, different thresholds of Confidence produce certain effect to the number of the mined association rules: in min_Conf = 0.6 ~ 0.7 and min_Conf = 0.78 ~ 0.84, the mining generates two stable “points”, viz., the number of the mined rules is stabilized in 144 and 47, respectively.

5. Conclusion

We have introduced a data mining method based on interval-valued clustering, as well as three interval-valued clustering methods. This sort of data mining method and the clustering methods are with significance for handling complex information. The train of thought for the method introduction is features analysis, properties research, explanation by examples, and design of algorithms. Finally, we conducted the experiment study for the proposed method in aeronautical objects dataset and large stock synthesized dataset. Experimental results show that the method in this paper has more advantage than the common methods for mining the complex information. The future research direction of this paper is to enhance the real-time and the efficiency of this method for mining the dynamically generated association rules.
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