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Abstract

A self-synchronizing, robust, and inaudible audiatevmarking algorithm has been
proposed in this paper. The synchronization codegmbedded into the audio along
with informative data, to enable self-synchroniaaticapability of embedded data.
The algorithm effectiveness brought by successipplieation of two powerful
mathematical transforms: discrete wavelets transfpWT) and singular value
decomposition (SVD), which are then followed by wfization index modulation
(QIM). The watermark can be blindly extracted withthe knowledge of the original
audio signal. Experimental results showed the psegoscheme is inaudible and
accurate with high watermark payload (about 220).bfisis also robust against
several attacks such as common signal processind) @esynchronization.
Performance analysis demonstrates low error prétyatzites too.

1. Introduction

The advent of the digital age of the Internet ratioh has made it extremely
convenient for users to access, create, procepy, 0o exchange multimedia data,
leads to an urgent need to protect intellectuaperty in digital media. Digital
watermarking is one such technology being develppwd embed copyright
information into the host in a way that is robust \tariety of intentional or
unintentional attacks.

Most of the proposed watermarking algorithms over last few years focused on
digital images and video sequences. Recently, awdi@rmarking has become an
issue of significant interest to the research comityuA comprehensive survey on
audio watermarking can be found in [1]. Compareithtage and video watermarking
techniques, embedding additional bits in an audgmad is a considerably more
difficult task. This challenge arises as audio algnare represented by a much
smaller number of samples per time interval congbdceimages and video. This
indicates that the amount of information could bmbedded robustly and
imperceptibly in an audio media is much lower tiiaa visual media. Moreover, the
human auditory system (HAS) is much more sensttiam the human visual system
(HVS), implying realization of imperceptibility foaudio signals is much more
difficult than realizing invisibility for images.
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According to IFPI (International Federation of thedesynchronization attack by utilizing

43

the advanced

Phonographic Industry) [2], audio watermarking dtlou synchronization code technique, but the existingliau

meet the following requirements:
shouldn't degrade perception of audio, 2) the allgor
should offer more than 20 dB SNR for watermarkedi@au
versus original audio and 20 bps (bits per-secatatp
payload for watermark, 3) the watermark shouldstasiost
common audio processing operations and attacké, asic
D/A and A/D conversions, temporal scaling (stratghby
+10 %), additive and multiplicative noise corruptiomda

MP3 compression, 4) the watermark should be capatble the
angvatermarking. Wang, et al.[15], proposed a digaatio

preventing unauthorized detection, removal,
embedding, unless the quality of audio becomes peoy.
These requirements present great challenges tetrabdio
watermarking.

Attacks against audio watermarking systems,

1) the watermarkvatermarking approaches have short comings asafsild)

they choose al2-bit Barker code which is rathertstad
thus making it is easy to cause false synchrominat®)
they are vulnerable to re-sampling and jitteringgd aery
few researchers have performed and published muffic
experiments involving amplitude variation, pitchifshg,
time-scale modification and etc. 3) they do not ptately
exploit human auditory masking effects, which iefiges
imperceptibility and robustness capabilities of

watermarking algorithm based on the DWT. The wasekm
information is embedded into low-middle-frequency
wavelet coefficients. A watermark detection schaming

havilnear predictive coding (LPC) also presented, Whioes

become more sophisticated by audio watermarkingot require the knowledge of original audio sigdating

technology [3,4]. In general,
watermarking systems can be categorized in 2 typiest
is common signal
compression, low-pass filtering, and noise addit®econd
are desynchronization attacks such as amplitudiatiar,
pitch shifting, and time-scale modification.

the attacks on audievatermark extraction. Chang, et al.[16],proposeldVeT-

based counter-propagation neural network (CPN). The

processing attacks such as MRB8atermark embedding and extracting procedures are

integrated into the proposed CPN. Li, et al.[1{grsted
an audio watermarking method in which the embedding
and detection regions are determined by conterysinaf

While the common signal processing reduces watdrmathe music. Xiang, et al.[18], proposed a multi hitdio

energy, desynchronization attacks induce synchatioiz
errors between the original and the extracted waek
during the detection process. Most of the previaudio

watermarking method based on two statistical festuthe
histogram shape and the modified mean value irtithe
domain. Moreover he developed another histograneas

watermarking schemes have shown robustness agaimsidio watermarking scheme, which watermark is teser

common signal

processing attacks, and only a fewy shaping the histogram after the DWT [19]. Relgent

specialized watermarking methods have addressed than, et al.[20], introduced a novel audio waterrimark

desynchronization attacks [5,6].

Seok, et al.[7],introduces an audio watermarkirfteate
by exploiting the human perceptual characteristitshe
audio signal to regulate the embedding strengthitbsn’t
very robust to some audio signal processing sucheas
sampling, re-quantization and compression. The eoarr
self-synchronization algorithm can't extract featyroints
steadily. Besides, it usually requires large numioér
threshold values which make it more difficult to dygplied
[8,9]. Girin, et al. [10],
watermarking using the sinusoidal model
amplitudes, phases and digital frequencies modunaif
the partials. Lee, et al. [11],
watermarking algorithm through modification of tai

maskers, but these methods suffer from poor robastn embedded by applying QIM

against time-scale modification and pitch shiftingu, et
al.[12],presented a self-synchronized audio wateking
algorithm employing Quantization
(QIM). The synchronization code and the watermaatad

Index Modulationagainst common signal

scheme based on discrete fractional sine transform
(DFRST). Experimental results show that the
aforementioned audio watermarking methods have
difficulty in obtaining favorable trade-offs among

imperceptibility, robustness and data payload.

In order to address the above challenges, we pecpais
audio watermarking scheme which is robust against
desynchronization attacks by utilizing the powerful
transforms and synchronization code technique. Né®ge

proposed a speech signal6-bit Barker code as synchronization mark, and exinb
base oby QIM in DWT domain.

We have embedded the synchronization codes in audio

developed an audiso that the hidden data have self-synchronizatiqalility.

Synchronization codes and informative bits are both
on Singular Value
Decomposition (SVD) of low frequency sub-band
coefficients in DWT domain to achieve strong robast
processing procedures, noise
corruption, and attacks. By exploiting the timeginency

are embedded into the low-frequency sub-band in tHecalization capability of DWT, the proposed teahue
Discrete Wavelets Transform (DWT) domain. Huang, eteduces computational load of searching synchrtiniza

al.[13], choose Bark code which has better seHtnaty as

synchronization mark to embed it into temporal andequirements

Discrete Cosine Transform (DCT) domain sequentidlly,
et al.[14],
detection algorithm based on HAS. It is possibladsist

codes dramatically and thus resolves the contending
between the robustness and low
computational complexity.

considered an improved audio watermark The experimental results show that the watermark is

robust against signal processing and attacks, sagh
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Gaussian noise corruption, resampling, requantigati incoming audio data, into two parts and then extramary
cropping and MP3 compression. data from SVD of DWT coefficients at low frequersyb-
The rest of this paper is organized as follows:ti8e2 band. A search for synchronization codes in tre fiart is
presents fundamental theory and synchronizatioctji@e3 done. This procedure needs to be repeated byrghittie
and 4 introduces the outline of the proposed algari selected segment one sample at a time until a

followed by detailed descriptions. Experimentalufesare  synchronization code is found. While the positioh ao
shown and discussed in Section 5. Finally, conchssiare synchronization code determined, the hidden infdiona

drawn in Section 6. bits, which follow the synchronization code coul@é b
extracted. The extraction model has been showigir& 2.

There are several advantages for applying DWT thoau

2. Fundamental Theory and watermarking: 1) DWT is known to have the time-
Synchronization frequency localization capability, 2) variable dexmsition
levels are available. 3) DWT needs a lower compuat
2.1. Fundamental Theory load compared with DCT and DFT. Specifically, sugpo

re areN samples in an audio section, the computation

th
In the present paper, the watermark can be embeddﬁ)tgd ar@(L.N) for DWT and)(N.log, N) for DCT, and
into the host audio in three steps. First, the laastio is DFT, wherel is the length of the wavelet filter '

segmented and DWT is performed on each segment.

Second, low frequency components of each audio eegm 2.2. Synchronization Code

are separated into two parts, arrays are formed tlagal o ) _ )
SVD is performed on each array. Finally, synchration Synchronization is one of the key issues of audio
code is embedded into the first part and the waekrbit watermarking. Watermark detection starts by aligmtef

is embedded into the second part. The embeddingpknod"’atermarked block with detector. Time-scale or fiey-

has been shown in Figure 1. scale modification makes the detector lose syndéhation,
which causes false detection. So we need an exact
Original Audio synchronization algorithms based on robust
v synchronization code. Generally, we should avoitefa
synchronization during synchronization code sebecti
Several reasons contribute to false synchronizatiprihe
style of the synchronization code, 2) the length of
synchronization code, 3) the probability of “0” atid' in
| Cutting into Trro parts | synchronization code.
Among these, the length of synchronization code is
v v particularly important. The longer it is, the mabust it
Foﬁ;ﬁ‘.’m Foﬁiﬁ‘.’m becomes. We employ Barker code in front of the maaek
7 Watermark to locate the positior_l where the watermark is erdbdd
| Apply VD | | apply VD | Preprocessing Barker codes, which are subsets of Pseudo Num_ber P
7 sequences, are commonly used for frame synchramizat
S\nclu:on@q Embodding ‘ ‘ Embedding ‘ in digital cor_nmuni_cation system; Barker codes rtmnn
Code low correlation side lobes which are the correfatio
v v between a code word with a time-shifted versioritslf.
AP || A e The correlation side lob@,, for ak-symbol shift of arl\-
\_> ‘_/ bit code sequenck; is given by (1):

Cp = Zﬂyz_lkaXj+k 1)
| AwiinveseDVT | Where X;,j = 1,2,..,N are individual cod bol
Next Audio ] ,2,...,N are individual code symbo

ry ¢ taking values +1 or -1, and the adjacent symboks ar
‘ Watermarked Segment ‘ assumed to be zero.
3. Watermark Embedding Procedure

Let X = {x(i),0 < i < Length} represent a host

v
J’ digital audio signal withLength samples. Furthermore,
‘ Watermarked Audio ‘ W ={w(i,j),0 < i<M,0 <j < N}, represents a binary
image to be embedded within the host audio signal
Figure 1. Watermark embedding procedure and F = {f (0,0 <i< Lsyn} stands for a

In data extraction, the same DWT separates segafent synchronization code withsyrbits, wheref (i) €{0, 1}.
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The main steps of the embedding procedure areidedcr imperceptibility constraint.

in details follows. 7) After replacement of S;,,(1,1) by ', (1,1) and
S(1,1) by S'(1,1), the modified array is obtained by
applying an inverse SVD to the modified SVs.

To dispel the pixel space relationship of the hjnar 8) After embedding all watermark bits into each array,
watermark image, and improve whole digital wateknar &/Tays are arranged and part | and Part Il arenstaccted. .
system robustness, watermarks scrambling algorfibue 9) Then part | and part Il are merged together, IDWT i
been used at first. In proposed watermark embeddingerformed and watermarked audio is obtained.
scheme, theT binary watermark image is scrambled Wb 3.3. Robustness
to W1 by using Arnold transform, where:

3.1. Watermark Preprocessing

Improvement

In order to increase robustness against desyncaibon
attacks, the proposed scheme performs the samedunac
Then, it is transformed into a One_dimensiona?.S in Section 3.2 to embed SynChronization COdeﬁg]thl
sequence of ones and zeros as follows: watermark into every audio segment.

W, = (wy(i,/),0 <i<M0 <j<N} (2

W = two () =l>‘f %if}’lzli,ifewgblol}fj <Nk (=3) 4. Watermark Extraction Procedure

Finally, eachbit of the watermarkdatais mapped _The proposed scheme neither requires the origumiba
into an antipodal sequencasing binary phase-shift signal nor any other side _qurmatlon to extrace th
keying (BPSK)modulationaccordingto thefollowing watermark. The procedure is illustrated in the bloc

equations: diagrgm shown in Figure 2. A detailed descriptidrthe
algorithm follows.
W3 = {ws(k) = 1-2xXw,(k), k=01,... MXN— 1) Perform steps 1 and 2 of the embedding procedure
1,ws(k) € {~1,1}} (4) until part | and part Il are formed.

i 2) Before extracting the watermark, it is needed to
3.2. Watermark Embedding synchronization codes be searched. By using (73tesce

1) To improve the robustness of the proposed schen® synchronization code is checked in part | andastep
against cropping, time-scale modification and ijittg is 3. If nothing found, segmentation should be perfeim
done. Moreover, to make detector available wheloses —again.
synchronization, audio sign&lsegmenting is used at first.

Each segment includeg" xnx Ly +2" xmxXL,  gm/(i) = {1 if Soyn(L1) = |Seyn (L1)/A] X A= 5/2 )
samples, wherg, andL,are the length of synchronization 0 ifSeyn(1,1) — [Ssyn(l,l)/AJ X A< s/2
code and watermark respectively. Constaris chosen to o i )
be 5 samples in our experimentis the length of the array ~ 3) Part Il is divided into arrays witih samples. o
that forms at the next stage ahdepresentsi-level of ~ 4) SVD is applied to each array and watermark it i
DWT. extracted using the rule below:

2) h-level DWT is performed on each segment and then o _
low-frequency coefficients are cut into two partsthw wW'5(3) = {3 l,fs,(i’i) [S(i’i)/ﬁj X 22 S/é (8)
2" x n x L, and2" x m x L, samples, respectively. ifs'(1,1) — [s(1,1)/A]l x A< s/

3) Part I and Part Il are partitioned into arrays witand 5) The watermark bits are determined based on BPSK
m samples respectively. demodulation:

4) SVD is performed on each array. (SVD is perfatme
on the part | too). W', = {wy(k) = (1-w'5(k))/2,k = 0,1,...,M X N —

5) According to Barker code bits, values®f,(1,1) of 1,w',(k) € {0,1}} 9)

singular values are quantized by using (5):
g a Y 9() 6) All the detected watermark bi’, are rearranged to

, [Ssyn(l,l)/A] xA+3A/4 ifsyn(i) =1 form the binary watermark imag€’; .
Ssm(L1) = |Sum(L1)/A| X A+ A/4 ifsyn(i) = 0 5 7) Finally, the watermark imag&* can be obtained by
syn\ts :
descrambliny/’; .
6) According to watermark bit, values &(1,1) of
singular values are quantized by using (6):

IS(L,1)/A] X A+ 3A/4 if wa(i) = 1

S’(l'l):{[5(1,1)/AJ><A+A/4 ifwy()=0 ©

Wherd. |indicates the floor function antl denotes the
embedding strength (or quantization step size). Vidiae
of A should be as large as possible under the
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Watermarked Audio

v

E—]
Apply DWT

| Cutting into Two Parts

Sample Replacement &
Selecting Next Segment

v

Searching
Synchronization
Code in Part 1

Not Found

‘ Array Formation in Part IT ‘

Apply SVD

‘ Inverse Preprocessing ‘

|

Watermark Reconstruction

Figure 2. Watermark extraction procedure

5. Experimental Results

Experiments are performed in Adobe Audition 3.0 antf

MATLAB 7.10. Classical/Pop music and speech audifzsc
were used to evaluate performance of the propos

algorithm. These three audio types have di1’“feren\}vh
energy

perceptual properties, characteristics and
distribution, and thus their performances may vipm
one type to another.

Each such audio signal is a 16-bit, mono file ie th
WAVE format and has 44.1 kHz sampling rate. We ase

Figure3 and a 16-bit Barker code 1111100110101%l0
synchronization code. Haar wavelet is applied witlo
decomposition levels. Array siza is 50 and the range of

guantization step sizd starts from0.15 for speech audio

and goes up to 0.6 for pop audio signal.

5.1. Imperceptibility Test

Imperceptibility is related to the perceptual quyalof
embedded watermark data within the original audijoa.
It ensures that the quality of the signal is notcpvably
distorted and the watermark is imperceptible tistater.

To measure imperceptibility, we use signal to no&®
(SNR) as an objective measure, and a listening aesh
subjective measure.

SNR is a statistical difference metric which is dige
measure the similitude between the undistortediraig
audio signal and the distorted watermarked audioadi
The SNR is computed according to (10):

Yiff

—=t 10
Silfi—fi) )] (10)

Wheref and f'corresponds to the original audio signal
and watermarked audio signal respectively.

Although SNR is a simple way to measure the noise
introduced by the embedded watermark and can give a
general idea of imperceptibility, it does not takeo
account the specific characteristics of the humaditary
system. Therefore, we also employed the Percepugio
Quality Measure (PAQM) [21].

PAQM derives an estimate of the signals on the leach
and compares the representation of the referergmalsi
ith that of the signal under test. It has beenghthat the
orrelation between PAQM and the mean opinion score
0S) is 0.98 [22]. Therefore, in our experimentee t
QM scores will be mapped to the grading scalMofS
ich is shown in Table 1.

A listening (hearing) test was actually performeidhw
four listeners to estimate the subjective MOS grafithe
watermarked signals. Each listener was presentdd the
pairs of original signal and the watermarked sigmal was

3030 bits binary image as our watermark shown iasked to report whether any difference could bedet

Between the two signals. All people listened tchgaair for

Imost 5 times, and they gave a grade for the phie
average grade for of each pair from all listeners
corresponds to the final grade for the pair. Tablests the
corresponding SNR values, along with MOS grades
obtained by conducting the listening test.

Table 1. MOS grading scale

MOS Grade Description

Imperceptible

Perceptible, but not annoying
Slightly annoying

Annoying

Very Annoying

P NWS~O

Figure 3. Binary watermark

Table 2. SNR and MOS values for different audio

Performance of audio watermarking algorithms i

usually evaluated with respect to imperceptibilit
(inaudibility), robustness and payload. In whatdals, we

Audio signal SNR MOS
Pop 25.95 dB 4.9
Classic 24.62 dB 4.7
Speech 39.14 dB 4.3

give a brief description of each metric.
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5.2. Robustness Test (D) Requantization: The 16-bit watermarked audimal
] ] ) is re-quantized down to 8 bits/sample and then hacks
Normalized correlation (NC) is used to evaluate th%its/sample.
correlation between the extracted and the original (E) MP3 compression 128 kbps: The MPEG-1 layer-3
watermark and is given by (11): compression is applied. The watermarked audio kigna

, MM Wi w! () compressed at the bit rate of 128 kbps and then
NC(w,w') = o > om om 2. (11) decompressed back to the WAVE format.
x/zi=121=1w (”)Jzi=121=1w @1 (F) MP3 compression 64 kbps: The MPEG-1 layer 3

compression is applied. The watermarked audio kigna
compressed at the bit rate of 64 kbps and then
decompressed back to the WAVE format.

(G) Echo addition: An echo signal with a delay 8fras
and a decay of 41% is added to the watermarkedoaudi
signal.

(H) Denoising: The watermarked audio signal is
enoised by using the “Automatic click remover” dtion
of Adobe Audition 3.0.

Where W and W' are the original and the extracted
watermarks, respectively, angdj are indices in the binary
watermark image. INC(w,w") be close to 1, then the
correlation betweerW and W' is very high and if it is
closed to zero, the correlation betwedhandW'is very
low.

The bit error rate (BER) is used to measure thg
robustness of our scheme:

BER(w,w") = Number of error bits . 4 o, (12) (I) Invert: inverts all sample values in time domain
Number of total bits (phase Shlft 1800)
Various attacks are used to estimate the robustfessr (J) Amplitude variation: The watermarked signal was
proposed watermarking algorithm. According to theittenuated up to 150%and down t050%.
influence on synchronization, attacks can be dividtgo (K) Random cropping: In our experiment, 10% samples

common audio signal processing and desynchronizatiovere cropped at each of three randomly selecteiigus
attacks. Common audio signal processing may dishert (front, middle and back).

perceptual quality, but not affect the synchronamat (L) Pitch shifting: Tempo-preserved pitch shiftifg a
structure, including requantization, re-samplingditive difficult attack for audio watermarking algorithnmsgcause
noise, low-pass filtering, echo addition, equalmat it causes frequency fluctuation. In our experimém, pitch
MPEG compression. Desynchronization attacks intcedu iS shifted one degree higher and one degree lower.

very little distortion to the watermarked audiot blestroy ~ Experimental results for watermarks extracted after
the synchronization needed by most existing audigPplication of the various attacks on the classiap and
watermarking algorithms, including random croppingSPeech audio signals are shown in given in Table 3.
amplitude variation, pitch shifting, time-scale nfadtion, 5.3. Payload

jittering.
The following signal processing attacks are perfirto The data payload refers to the number of bits ¢hatbe
assess the robustness of our scheme. embedded into the audio signal within a unit ofdiemd is

(A) Additive white Gaussian noise (AWGN): White measured in the unit of bps (bits per second) abid
Gaussian noise is added to the watermarked sigidlle by B. Suppose that the sampling rate of audi® {$1z), the
resulting signal has an SNR of 20 dB. number of wavelet decomposition levels kisand each

(B) Resampling: The watermarked signal, originallyarray includem member. Then the data payload of this
sampled at 44.1 kHz, is re sampled at 22.05 kHd,then algorithm can be shown as:
restored back by sampling again at 44.1 kHz. R

(C) Low-pass filtering: A second-order Butterwofilter B ="/ o okbps (13)

ith cutoff f 11,025 Hz i d.
With ctllott requency zisuse The data payload of our scheme) bps

Table 3. Experimental results for classical, pop and spesatiio signals

Extracted Extracted Extracted

Attack e BER  \watermark NE EER Water mark NE EEE Water mark

No Attack 1 0

a's a's
a's a's

Re-sampling 1 0

i e
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Extracted Extracted Extracted
Attack e =R Water mar k e B Water mar k M =R Water mar k
Re-quantization 1 0 E 1 0 E 1 0 E
LIRS 1 0 1 0 1 0
filtering
MP3
MP3
64 kbps 1 0 E 0.9978 0.025 E 0.9985 0.016 E
Denoising 1 0 E 0.9946 0.003 E 0.9992 0.008 E
Variation
Random

5.4. Comparison observation is that the choice of different wavélates has

little effect on the performance of the proposegbathm.

It is not straight forward to compare our algorithvith Thus, we exploit the simplest wavelet base, Haareled.

other proposed methods due to the differences dfoau
samples, watermark imperceptions, data payloadsarah. 6. C lusi
Never the less a general comparison between ounoghet ~* onciusion

and two competing methods [12, 23] that have high |, this paper, we proposed a self-synchronized caudi

performance and payload is given in Table 4. watermarking technique base on DWT and SVD. We have
Our comparison is based on reported results ofifhdd ¢ rther demonstrated the robustness of this digitadio
methods and it is given for data payload, noiseit®it \\atermarking algorithm against desynchronizatidacks.
resampling, low-pass filtering, cropping and MP3rhe (ohystness of the method is based on three key
compression. . . components of our approach: the original digitadliaus
In view of the comparison in Table 4, our proposedegmented and the DWT is performed on each segment.
watermarking algorithm achieves high embedding c#pa Then the low frequency sub-band of each segmentitis

and low BER against attacks, such as noise additiops two parts, arrays are formed and then syndhation
resampling, low-pass filtering and MP3 compressibe  .,qe and watermark are embedded into the first auadit
perfor.mance of our algorithm can be. further_ impOVs  gacond part respectively by applying SVD on eachyar
reducing the data payload (increasing wavelekynchronization codes and watermarks are embedded i
Qecomposmon Ieve] or increasing length of a}rralyai then  gqyp of low-frequency sub-band in DWT domain, thus
increasing embedding strength on the premise obéme  chieving good robust performance against commgmasi
Imperceptions constrain. _ processing procedure and noise corruption. The -time
We also test the performance of the proposed &fgri  oquency localization capability of DWT is expleit to

with  different orthogonal wavelet bases, includingynrove the efficiency in searching for the synatization
Daubechies, Coiflets, and Symlets wavelets. Thgygas.
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Table 4. Comparison of audio watermarking algorithms

9]

Algorithm Our In [12] In [23]
Payload (bps) 220 172 196
Noise addition 0 0 0
(BER) (20dB)  (20dB) (20dB) [10]
Cropping & Shifting (Robust) Yes Yes No
MP3 64kbps (BER) 0.025 0.0434 0.01
Low-pass filtering (BER) 0 0 0
Re-sampling(BER) 0 0 0
(11]

Analytical and experimental findings show that the
proposed watermarking method achieves robustnesssig 12]
both.  common audio signal processing an(j
desynchronization attacks. In addition, the watekn@an
be extracted without the knowledge of the origidajital

audio signal and can be easily implemented. Monedkie [13]
proposed scheme achieves low error probabilitysrafée
have compared the performance of our algorithm wfitier
recently proposed audio watermarking algorithmser@ay, 4]

our method has the high embedding capacity ancceesi
low BER against attacks, such as noise addition, re

sampling, low-pass filtering, and MP3 compression.
[15]
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