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Abstract

Customer behavior analytics is based on consumgndbehavior, with the customer
playing the roles of user, payer and buyer. Theceon of many organizations is no
longer on the individual buyer but rather on cdilex or organizational buying behavior
which help in determining which customers are walthveloping and managing by
putting unique strategies in place in order toaattspecific customers. Through analysis
of customers’ behavior, accurate profiles are bejagerated by specifying needs and
interest and allowing business to give customeratwhey want it, when they want,
leading to a better customer satisfaction theredgplng them to come back for more.
While large-scale information technology has bewalvéng separate transaction and
analytical systems, data mining provides the liekneen the two. Data mining software
analyzes relationships and patterns in stored dcdiom data based on open-ended user
queries. Considering previous studies authors'sfindt the scope to go for research in
market basket analysis using three different allgors namely Association Rule Mining,
Rule Induction Technique and Apriori Algorithm. Awtrs will make a comparative study
of three techniques and adopt the best conclusion.

1. Introduction

In well-run small business organizations, learnmetptionships with customers is
formed naturally; the organizations learn theirtooser’'s behavior through personal
relationships with each of them. They learn mord amore about their customers over
time and then use the knowledge to serve themrhatiea result of this, customers are
loyal to the organizations and the business piliofiteases. Larger companies with
hundreds and thousands or millions of customersatoenjoy this luxury of having
personal relationships with each customer, thegg larganizations must rely on other
means of learning customer behavior that will héhgm predict correctly what
customers like, such as, their needs. Evaluatiegotirformance of any organization is
an essential part for overcoming this weaknesses.

Customers who visit sites leave behind valuablermftion about their behavior,
customer behavior analysis aims to improve businpssformance through an
understanding for past and present customers g0 determine and identify future
customers and their behavior. These organizatitsts raust learn to take advantage of
what they have in abundance which is the custondata that is produced at almost
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every phase of interaction with these customerscé&sful
companies need to react to each and every oneeskth
demands in a timely fashion. The market will notitwar
your response, and customers that you have todaid co
vanish tomorrow.

Interacting with your customers is also not as &ngs it
has been in the past. Customers and prospectitenceis
want to interact on their terms, meaning that yeedto look
at multiple criteria when evaluating how to proce¥au will
need to automate:

* The Right Offer

* To the Right Person

* At the Right Time

e Through the Right Channel

The right offer means managing multiple interacgiovith
your customers, prioritizing what the offers wile bwhile
making sure that irrelevant offers are minimizethe Tright
person means that not all customers are cut framséme
cloth. Your interactions with them need to move doav
highly segmented marketing campaigns that targbvisiual
wants and needs. The right time is a result offéoe that
interactions with customers now happen on a coatisu
basis. This is significantly different from the pasvhen
quarterly mailings were cutting-edge marketing.affin the
right channel means that you can
customers in a variety of ways (direct mail, email
telemarketing, etc.). You need to make sure that soe
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2. Related Works

Leonid Churilov, Adyl Bagirov, Daniel Schwartz, Kat
Smith and Michael Dally had already studied about
combined use of self organizing maps & non-smoaotm-
convex optimization techniques in order to produge
working case of a data driven risk classificatigagtem. The
optimization approach strengthens the validity oflf s
organizing map results. This study is applied taocea
patients. Cancer patients are partitioned into hygemous
groups to support future clinical treatment decisio

Most of the different approaches to the problem of
clustering analysis are mainly based on statistioalural
network, machine learning techniques. Bagirov epapose
the global optimization approach to clustering and
demonstrate how the supervised data classificairoblem
can be solved via clustering. The objective functio this
problem is both non-smooth and non-convex and Hasge
number of local minimizers. Due to a large numbér o
variables and the complexity of the objective fimmt
general purpose global optimization techniques ade fail
to solve such problem. It is very important therefoto
develop optimization algorithm that allow the démismaker
to find “deep” local minimizers of the objectiverittion.

interact with yOu§uch deep minimizers provide a good enough de sumiuf

the data set under consideration as far as clogteis
concerned. Some automated rule generation methmtisas

choosing the most effective medium for a particmaplassification and regression trees are availablént rules

interaction (Thearling, 2002).1t is essential tplexe the data
base so as to understand the historic behaviopesuict the
likelihood in the future in order meet the needd dasires of
potential customer. The data collected could bkt or no

use without intelligence. Intelligence allows us ¢omb

through the memory of data, noticing patterns, slagirules,
coming up with ideas, figuring out the right quess and
also rightly predicting the future. The tools thatd

intelligence to the mountain of data and also #@hmhiques
that help to exploit the large amount of data getesr by
interaction with customers and prospect in otheknow

them better is called Data Mining.

Data mining is the collection of tools and techrisjualso
one of the several technologies that are requivesupport
customer-centric firms and the E-commerce worldads an
exception.

Data mining is also a powerful new technology vgtieat
potential to help companies focus on the most itambr
information in the data they have collected abolé t
behavior of their customers and potential custométrs
discovers information within the data that queses reports
cannot effectively reveal. It automates the detectof
relevant patterns in a database. For example,tarpanight
indicate that married males with children are twioere
likely to drive a particular sport car than marriedles with
no children. For a marketing manager of an auto il@ob
industry, this is somewhat surprising pattern midie
valuable (Thearling, 2002).

describing different subsets of the data. When dia¢a
sample size is limited, such approaches tend to fiery
accurate rules that apply to only a small numbepaifents.
In the work of Schwarz et al. they demonstrated tiata
mining techniques can play an important role inerul
refinement even if the sample size is limited. fat at first
stage methodology is used for exploring and idwimtf
inconsistencies in the existing rules, rather thanerating a
completely new set of rules. K-mean algorithm liesthe
improved visualization capabilities resulting frotine two
dimensional map of the cluster. Kohonen developel s
organizing maps as a way of automatically detecsimgng
features in large data sets. Self organizing maylsfia
mapping from the high dimensional input space tw lo
dimensional feature space, so the clusters that fiecome
visible in this reduced dimension ability. The sate used
to generate the self-organizing maps is ViscovedMihe
(www.eudaptics.com), which provides a colorful ¢hrs
visualization tool, & the ability to inspect thesttibution of
different variables across the map. The subjectlo$ter
analysis is the unsupervised classification of d&a
discovery of relationship within the data set withany
guidance. The basic principle of identifying thisdden
relationship is that if input patterns are simildrey should
be grouped together. Two inputs are regarded atasiifithe
distance between these two inputs is small. Thiglyst
demonstrates that data mining techniques can play
important role in rule refinement, even if the séangize is
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limited. Leonid Churilov, Adyl Bagirov, Daniel Sclantz,

Kate Smith and Michael Dally demonstrated that beslf

organizing maps & optimization based clusteringoatgms

can be used to explore existing classificationgutkeveloped
by experts and identify inconsistencies with a et
database. As the proposed optimization algorithfoutate

clusters step by step and the form of the objediinvetion

allow the user to significantly reduce the numbieinstances
in a data set. A rule based classification systeimportant
for the clinicians to feel comfortable with the dgan.

Decision tree can be used to generate data drivies but
for small sample size these rules tend to desariltiégers that
do not necessarily generalize to larger data sets.
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thek record(s) most similar to it in a historical dataévhere
k 1). Sometimes called thenearest neighbor technique.

Rule induction: The extraction of useful if-therdes from
data based on statistical significance.

Data visualization: The visual interpretation ofngmex
relationships in multidimensional data. Graphicsltoare
used to illustrate data relationships.

What technological infrastructure is required? aypdlata
mining applications are available on all size ofteyns
ranging from mainframe, client/server, and PC platfs.
System prices range from several thousand dollarsthe
smallest applications up to $1 million a terabyte fhe
largest. Enterprise-wide applications generallygeim size

Anthony D Anna & Oscar H. Gandy develop a morgrom 10 gigabytes to over 11 terabytes. NCR has#pacity

comprehensive understanding of data mining by emxigi
the application of this technology in the marketplaAs
more firms shift more of their business activitteshe web,
increasingly more information about consumers awtertial
customers is being captured in web server logshdmyt D

Anna & Oscar H. Gandy examine issues related taakoc

policy that arise as the result of convergent dgwelents in
e-business technology and corporate marketing egjie.
About consumers and potential customers is beipguoad
in web server logs. Sophisticated analytic and daitaing
software tools enable firms to use the data coethin these

to deliver applications exceeding 100 terabyteserg&hare
two critical technological drivers:

* Size of the database: the more data being processkd

maintained, the more powerful the system required

¢ Query complexity: the more complex the queries and

the greater the number of query being processed, th
more powerful the system required.

Relational database storage and management tegfyrislo
adequate for many data mining applications less tha
gigabytes. However, this infrastructure needs
significantly enhanced to support larger applicgagioSome

logs, to develop & implement a complex relationshiprendors have added extensive indexing capabilites

management strategy. Individuals whose profile ssgthat
they are likely to provide a high lifetime value tioe firm

will be provided opportunities that will differ fro those that
are offered to consumers with less attractive [@sfi
Analytic software allows marketers to combine thyloulata
collected from multiple customers touch points fodf
patterns that can be used to segment their custoaser.

3. Levels of Analysis Available

Artificial neural networks: Non linear predictive oalels
that learn through training and resemble biologicalral
networks in structure.

Genetic algorithms: An Optimization technique thaes
processes such as genetic combination, mutatiomatnaal

selection in a design based on the concept of aeutr

evolution.

Decision trees: Tree-shaped structures that repiressts
of decisions. These decisions generate
classification of a dataset. Specific decision treethods
include Classification and Regression Trees (CA&IJ Chi
Square Automatic Interaction Detection (CHAID). CRAR
and CHAID are decision tree
classification of a dataset. They provide a setubtdés that
you can apply to a new (unclassified) dataset édlipt which
records will have a given outcome. CART segmertataset
by creating 2-way splits while CHAID segments usitty
square tests to create multi-way splits. CART tgfbic
requires less data preparation than CHAID.

Nearest neighbor method: A technique that classiigch
record in a dataset based on a combination of lHeses of

rules fax th

techniques used for

improve query performance. Others use new hardware

architectures such as Massively Parallel Proce¢d&i?®) to
achieve order-of-magnitude improvements in quenetiFor
example, MPP systems from NCR link hundreds of Hhigh
speed Pentium processors to achieve performancaslev
exceeding those of the largest supercomputers.

The term ‘Data mining’ was introduced in the 199®sit
data mining is the evolution of fields with a lohggtory. Its
roots are traced back along three family lines ngme
* Classical Statistics : this is the foundation of sino

technology upon which data mining are built exaraple

are regression analysis, standard distributiomdstad
deviation, standard variance, discriminate analysis
cluster analysis and confidence intervals. All loéde
are used to study data and data relationships.
 Artificial Intelligence: This is built on the hestics as
opposed statistics it attempt to apply human-thtugh
like processing to statistical problems.
Machine Learning: This is the union of statisticeda
artificial intelligence; it could be considered an
evolution of artificial intelligence because it bt
artificial heuristics with advanced statistical bsés.
Machine learning attempt to let computer programs
learn about the data they study such that prograaie
different decisions based on the qualities of tinelied

data using statistics for fundamental concepts and

adding more advanced artificial intelligence hdigss

and algorithm to achieve its goals.
Data mining is as a result of long research andiywb
development process. The origin of data mining \With the
first storage of data on computers and it continugh the

to be
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improvements in data access until today technokltpws
users to navigate through data in real time. Inehelution
from business data to useful information, each sdyilt on
the previous ones as described .The first stephisidata
collection involves the individual sites collectddta used to
make simple calculations such as summations oragesr
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likely to buy a mutual fund in the next 6months avitht are
the characteristics of this likely buyers. OLAP addta
mining can complement each other in the senseQh#tP
might pinpoint problems with sales of mutual fumd a
certain region, data mining can then be used to geight
about the behavior of individual customers in tagion and

Information generated at this step answered busines can also identify most important attributes ceming sales

questions related to figures derived from dataeotiibn sites.
Specific application programs were created for esihg
data and calculation. The second stemlasa access and it
used database to store data in a structured foraahis

of mutual funds and those attributes could be twseatksign
the data model in OLAP.

4.1. Data Mining and Customer Behavior

stage company-wide policies for data collection and |htormation system can query past data up to and
reporting of management information was established,q|,ding current level of business. Often busiessseed to
Because every business unit conformed to specifiGaye strategic decisions or implement new polidiest
requirements or formats, businesses could query thewer serve their customers. For example Grocéoyes
information system regarding branch sales during aneqesigns their layout to promote more impulse fasing.
specified period of time. Once the figures were Wnp  rgjephone companies establish new price structorestice

questions that probed the performance of aggregsited

could be asked. For example regional sales for ifspec
requirements could be calculatéhe last step which is the
Online Analytics Processing tool (OLAP) which prded

real-time feedback and information
collaborating business units (Data mininghe capability of
OLAP to provide multiple and dynamic views of suntined

exchange wittb

customers into placing more calls. Both task regjuan
understanding of past customers consumption behalzita
in order to identify pattern for making those stgit
decisions and data mining is particularly suited this
urpose. With the application of advanced algorghaiata
mining uncovers knowledge in a vast amount of datd
point out possible relationships among the datee Tare

data in a data warehouse sets a solid foundation fEOmponents of data mining technology have beenlogivey

successful data mining” (Han and Kamber 200This
capability is useful when sales representativesustomer
service persons need to retrieve customer infoomatn-line
and respond to questions on a real-time basis.

4. Comparisons

OLAP (Online Analytics Processing) and Data Mining

OLAP is a computer processing that enables a user
easily and selectively extract and view data froiffecent
point of view, for example a user can request ttata be
analyzed to display a spread sheet showing all of
company’s beach ball products sold in Abuja inrtanth of
July, compare the revenue figures with those fer shme
products in September, and also see the comparethef
product sales in that same location in the samegedDLAP
allows users to analyze database information froutftiphe
data base systems at one time, while relationabdae are
considered two dimensional OLAP data is multidinienal
meaning information can be compared in multipldedént
ways .in other to process database informationguhAP,

for decades in research areas such as statistitficial
intelligence and machine learning .Today technolagy
mature and when coupled with relational databasterys
and a culture of data integration they create ainkss
environment that can capitalize on knowledge folynal
buried within the systems (Berry & Linoff, 2002).

4.2. Data Mining and Data Extraction

t
With the Advancement in technology, various chaniges

approaches to organizing and retrieving informattave
heen noticed taking advantage of the available.data
mining gives us the ability to see patterns, prettie future
and make informed decisions based on the evident@ge
databases. For example, data mining of categoacal
numerical consumer shopping data allow retailer
understand which items are purchased by the sasteroars,
predict sales of seasonal items and more effigiemtinage
its inventory (McCallum& Jensen, 2005). Primarihetdata
mining requires a standard process, data storeacehmuse,
technologies and expertise. The process must lableland

OLAP server is required to organize and compare tHgPeatable by people with little data mining skiiowever

information .clients can analyze different set aftad using
functions built into OLAP servers.

Comparing OLAP with data mining, it is discoverdttt
both are used to solve different kind of probler@d AP
provides summary data and generates rich calcokatifor
example OLAP answers questions like how do sales
mutual fund in Florida compares with sales a ygar?awhat
can we predict for the next quarter? Data minirgcalvers
hidden patterns in data and also operates at elétével
instead of summary level. It answers questions Vik® is

the standard data extraction process should invibie
understanding which determines the job objectivied
background situation assessment etc., followedhieydata
understanding which collects data , describes dateplore
data , and verify data quality .The preparatiorolags the

ta set description, selection, assessment, ddasoh,
data formatting etc. process modeling, processuatian
and deployment (K pal, 2011).

to
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4.3. Data Mining and Customer Relationship
Management

Haastrup Adeleye Victat al.: Customer Behaviour Analytics and Data Mining

choosing the best one based on their predictiviomeance
i.e. explaining the variability in questions andogucing
stable results across samples, this may sound esibydl it

Customer relationship management is the procest g glves an elaborate process. There are severhhitpies

manages the, technologies between company angsiisngers.

that can be applied to achieve that goal many athviare

The primary users of customer relationship managéme, caq on applying different models to the same settand

software applications are database marketers whdoaking
to automate the process of interacting with custehad to
be successful with this, the marketers must fusntify the
market segments containing customers or prospettishiwgh
profit potential, then build and execute campaighsat
favorably impact the behavior of these individuaentifying
the markets segments
prospective customers and their buying behavidrs, mhore
data the better, however massive data stores ofipedes
marketers who struggle to sift through minutiaefitm the
nuggets of valuable information.

But recently the marketers have added a new class o

software to their targeting strategies; data mirapglications
automate the process of searching the mountaidatafto find
patterns that are good predictors of purchasing\iets, after
mining the data marketers must feed the result¢atopaign
management software which manages the campaignetirat
the defined market segments. The requires significkata
about prospective customers and their buying beha¥ithese
individuals.

4.4. Stages in Data Mining

Data mining is an analytic process designed to czgpl
data (usually large amounts of data) in searchoosistent
patterns and or systematic relationship betweeiabias and
then to validate the findings by applying the de&datterns
to the new subset (Warner&misra,1996).data miningfien
considered as a blend of artificial
statistics(Pregibon ,1997) .The process of datangiconsist
of three stages which are

(a) The initial exploration

(b) Model building or pattern identification

(c) Deployment

4.4.1. The Initial Exploration
This stage usually begins with data preparatiorcivimay

involve cleaning data, data transformation, setgcsubsets of
records. This first stage of data mining may inechnywhere
between a simple choice of straight forward predsctfor a
regression model to elaborate exploratory analysesy wide
variety of graphical and statistical methods ineortd identify
most relevant variables and determine the complexid or
the general nature of models that can be takeaotount in
the next stage.

4.4.2. Model Building or Pattern
Identification

requires significant data tab

comparing their performances to choose the best.
4.5. Deployment

This involves using the model selected as the imetite

previous stage and applying it to the data in otdeyenerate
Joredictions or estimate the expected outcome.

Data mining techniques involves:

(a) Neural Networks

(b) Association rule

(c) Decision tree
The above techniques can be combined during thengnin
process of the data. One technique can be apptiezha
phase and the other at another phase.

4.5.1. Neural Networks

These are analytic techniques modeled after presest
learning in the cognitive system and the neurolddienctions
of the brain and capable of predicting new obsgmaton
specific variables from other observations from $aene or
other variables after learning from existing datze first step of
the neural network is to design the specific netveschitecture,
the size and the structure of the needs to matchature of the
investigated phenomenon. This is so because thmptanon is
usually not well known at the early stage, thik tamy involve
multiple trail and errors but however there is aéuretwork
software’s that apply artificial intelligence tedune to assist in
the tedious task and find the best network ardhitecThe new

intelligence dan network is subjected to training, where the neuapply an

iterative process to the number of inputs to adhsstweight of
the network in order to optimally predict, afteretfearning
phase the new network is ready.

4.5.2. Association Rule

This technique describes the process of discovering

interesting and unexpected rules from large data(Beter &
Venansius, 2006). This approach makes strong dgyimgi

assumptions about the form of the rules and lithismeasure
of rule quality to simple properties. A typical amest running
example of association rule is market base analybis

process analyses customer buying habits by finglasgciation
between different items that customers place iiv #f@pping

baskets. The discovery can help retailer developketiag

strategies by gaining insight into which item igduently
purchased together by customers and which itenmg iniem

better profits when placed in close proximity. Resber has
the following transaction data from an organizatamd the
number of transaction for one day is limited asrshbelow:

This stage involves considering various models and
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Table 1.0. (Yen,Kwei, Ren-Jie& Ya-Han,2005)

Transaction |1D |tems from the customer who bought more than oneitem

Sugar, wheat, pulses, Rice
Pulses, sugar

Wheat, pulses

Pulses, wheat ,rice
Wheat, pulses

Sugar, wheat

Sugar, rice ,pulses

~No o~ wN PR

Freprocess dat

Collect, clean,
and store

Data sources
Databases, flat files,

newswire feeds,
and others

Data warehouse
or mapping scheme

Hh:iluiist r'euﬁs

Kevise/refine

Report
findings

o e Take action

based on findings

output

Interpret results

queries

Figure 1. (Yashpal & Alok,2005-2009)

Table 1.1. (Yen, Kwel, Ren-Jie & Ya-Han,2005)

Confidence

People who bought thisitem People who bought the following items Support
Wheat Pulses 57%
Rice Pulses 43%

80%
100%

Based on the above researcher derive the followirigut
of association rule using basket analysis.

Output Association Rule

The association rule will have the form-% Y, meaning
people who bought item X often also bought item V.

Support and confidence are two measures of asgotiat

rules; support is the frequency of transaction deehall the
items on both sets Y are bought together. In foansuipport
can be computed as the probability of the uniorXgext

Support (X— Y) = p (XUY) = n (XUY) /N where n is the
number of frequency of the set union and N totahber of
transaction for the analysis.

Confidence(X Y) = P(X/Y) = n (XUY) / n (X) where Ié
total frequency.

To obtain the association rules researcher usuadiyly
two criteria:

1 Minimum support

2 Minimum confidence

(Yen,Kwei, Ren-Jie&Ya-Han,2005)

4.5.3. Decision Tree

Once the clusters and the associated statisticahmsuies
data are made, the decision tree inducer assistrdate,
verify customer profiles, obtain tables with attribs,
character
attributes may contain irrelevant attributes whitlist be
removed for the purpose of creating more accurastomer

attributes and continuous attributes. s&he

profiles; for the purpose of reserving the reldgnvienportant
attributes neural network is used, one hidden lagéwork is
sufficient to model a complex system with desiredusacy.

5. Case Study

Being an online retail company, it is of utmost orn@ance
to keep our main sources of power up and runnihgla},

seven days a week; so one can wonder its financial

implications on the business and how we managetap s
competitive with our pricing. It's simple; as a cpamy
driven by targets and customer satisfaction we Havk a
mesh network of top local and international bramdth a
mission to bringing best quality products to oustomers at
the best price deals anywhere in the country,ithisirn has
helped us see a steady increase in our customery giamng
us the capacity to manage this challenge.

5.1. Jumia's Type of Business

Nigeria's largest online store for fashion, elegite &
mobile phones which has become well known throdgh t
homes of people Since you are not luckily landeduahia
but still on Jumia.com.ng, you can shop in peackEy on
delivery from home or wherever you are with theyets
navigate category tree, you are definitely convingeu are
in the right place. Step out in style with Jumissitian and
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The charts below are drawn from the data collected
through the analysis of customer behavior and i@t/

Style, with top brands such as Zara, Fever Lon&dbot, top
quality shirts from David Wej and Max. Also you gdassy

women shoes from Launch, Posh Collection and otheesponses to questionnaire filled in an online eyunihis

amazing options. Beautify yourself with beauty prois
from Mary Kay, House of Tara & Sleek. Jumia makebne
shopping fun with our stress-free online store.

will help the organization in providing high qualitevel
service to customers’ compared to the traditionathod of
learning customers’ behavior which was to have emene

relationship with the customers over time, then tise
derived knowledge to serve them better. This brialgeut

6. Result and Interpretation _ > Dl
customers loyalty and consistency to the orgarmipati

',i;. localhost / localhost / jur %

- C' | [ localhost/phpmyadmin/index php?db= & token=297075f8d9dd563b40de03fabc96ec2a v =
- = = g 10caInost b G JUMIA b (5] Yearly_sales_by_items =
phpiily [EBrowse & structure J2SQL JOSearch FiInsert [EExport [Simport %€Operations [fjEmpty [ Drop
@ e
o ea «# Shoving rows 0 - 21 (~22' total, Query took 0.0172 sec)
Database sy
_ S| EEet Cyeasty sates by svems
lmia(12) v | |umro, @
|_| Profiling [ Edit ] [ Explain SQL ] [ Create PHP Code | [ Refresh |
jumia (12)
‘ X Show - | 130 J row(s) starting from record # '0 J
B eiegory : in [orizortal "~ v mods and repsat headsrs afer [100 | cslls
B semplzins - = -
B customers Sort by key- | None v
B t=ms
H iumis + Options
Booa e T id item_id total_sales
satisfi
E suu,nam“;y = A < 1 3000
survey_question
P o [ 22 2 2 5000
i s S AEE 3 3310
[ AR 4 4020
g # K8 5 5410
o 2 s e 6 2000
g #& 5|7 7 3210
(i Al g 1001
it 2] 1 e 9 900
I [ [ 30 10 2001
g # x| 1 3210
Ol =i = 12 230
=l s 13 2981
U & &’ 14 2300
O # K 15 45 3210
(3 i i 58 16 1400
it ) 2% [ 7 1500

Figure 2. (Overall Salesas per each Item)

g

|| coogle

You are viewing information about Nokia lunia

YEARLY SALES SINCE 2004 TO DATE YEARLY SALES SINCE 2004 TO DATE

Jumia analysis.

40000

L
Customer Response

Change admin

LINE CHART SHOWING YEARLY SALES SINCE 2004 TO DATE

« @ 5:29 PM

Figure 3. (Graph of Nokia Lumia yearly Sales from 2004 to date)
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| ircrox - | FRpTm—

€ @ localhost/alice.com/decision php

-

Jumia analysis.

Customer Response

Change admin
password

e | |3~ Googie
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ITEM ANALYSIS FROM SURVEY QUESTIONS

Total number of persons/person that took survey question about this product Nokia lumia is currently 6=-:xc cunses
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Figure4. (Line Chart and Analysis of each Item from 2004 to date)

Customers suggested that the product Nokia
lumia goes for these amount on other MARTs
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7. Summary and Conclusion

This has given us the opportunity to develop ariegon
that analyses the database and extract valualdemafion
which will help management with decision makingegards
customer behavior, sales pattern and possibly grédgture
sales accurately.

Comparism of online analytics processing (OLAP) an

data mining, we described OLAP as a computer peotfest
enables users to easily extract and view data fidgfarent
point of view and also OLAP server is required tgamize
and compare information. OLAP provides summarydata
mining gives insight and details about the behavidr
individual customer. However Data mining and coso
behavior, both require an understanding of pastocusrs
consumption behavior and data extraction made Iplesby
technological advancement.
relationship management as a technology that mantmge
relationship between organizations and their custemthe
key people being the database marketers. Also oreadiin
this work are the stages of data mining beginniriip the
initial exploration, followed by model building guattern
identification and lastly deployment. We also dissed
different methods of data mining techniques likeuraé
networks, decision tree and association rule citsugne
examples of their application.
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