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Abstract 
Stereo vision system is used to reconstruct a 3D scene from 2D images captured by a 

pair of optical cameras (left and right) to estimate the distance of the object. The 

modified version for the Sum of Absolute difference (SAD) algorithm is called the 

Canny Block Matching Algorithm (CBMA) which is used to find the Disparity map. 

The algorithm consist of two parts the Canny edge detector and Block matching 

technique with Sum of Absolute Difference (SAD) to determine the disparity map to 

reduce the execution time. The system has been implemented using two cameras 

arranged in a manner to enhance the detection range of objects from (30cm to 4m). 

The Interpolation algorithm consists of the Median filter and the Interpolation 

techniques, Such as: Bilinear, 1st order and 2
nd

 order polynomial, to enhance the 

output images from the three algorithms. The error percentage had been reduced about 

2% and the execution time is reduced by the step size windows. The CBMA 

algorithms implemented using MATLAB (8.0) technical programing language where 

the Interpolation design in Microsoft Visual Basic (6.0). The practical system for 

stereo vision was implemented and tested.  

1. Introduction 

Stereoscopic vision is a technique used for inferring the 3D position of objects from 

two or more simultaneous images of a scene, Reconstruction of the world seen (3D 

information) by stereo vision cameras. [1] 

The depth is obtained by computing stereo matching between two images. The 

technique is called triangulation, which represents the process of finding coordinates of a 

3D point based on its corresponding stereo image points [2]. 

A number of studies have been reported on the disparity estimation problem since 

1970’s like Marr-Poggio In 1976 and 1979 [3, 4]. They first work in stereo vision system 

and used a cooperative algorithm to extract disparity information from stereo image 

pairs. Many researches in the literature deals with scope of this work [5-9]. 

There are many problems for estimating distance in stereo vision system to evaluate 

the performance of algorithm. Two criteria have been employed to approximate the 

execution time to the real time performance and to reduce the error so that the objects in 

the disparity map should be accurate enough to recognize. 

However stereo vision system and stereo camera geometry are described by Raad [10].  
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2. Interpolation Techniques 

Image interpolation is an important image processing 

operation applied in computer graphics, an image 

interpolation algorithm is used to convert an image from one 

resolution (dimension) to another resolution without losing 

the visual content in the picture [11]. In this work we take 

into account the performance of the most used interpolation 

techniques: bilinear, 1st order and 2
nd

 order polynomial. 

They are described below: 

2.1. Bi-linear Interpolation 

The commonly used linear methods, bilinear interpolation, 

have advantages in simplicity and fast implementation. 

Bilinear interpolation takes a weighted average of the four 

(2x2) neighborhood pixels to calculate its final interpolated 

value. The result is much smoother image than the original 

image [12, 13]. 

The interpolation kernel for bilinear interpolation is: [14] 

u�x� = � 0						|x| 	> 	11	– |x|		|x| 	< 	1�                       (1) 

where x = distance between interpolated point and grid point. 

As shown in Figure (1), the intensity value I(x, y) at the 

interpolated point (P) at (x, y) in the image can be estimated 

as: [13] 

���, �� = ������������
�������������� ����, ��� +

������������
�������������� ����, ��� +������������

�������������� ����, ��� +
������������
�������������� ����, ���    (2) 

= �����, ��� + �����, ��� + �����, ��� + �����, ���       (3) 

where I(x1, y1), I(x1, y2), I(x2, y1), and I(x2, y2) are the 

intensity values of the four neighboring pixels. 

 
Figure 1. Bilinear interpolation using four neighboring points. 

2.2. Polynomial Interpolation 

Polynomial interpolation is the interpolation of a given 

data set by a polynomial: given some points, find a 

polynomial which goes exactly through these points. Only 

the first-order (linear) polynomial and the second-order 

polynomial were Used [15]. 

2.2.1. 1st Order Polynomial 

The 1st order polynomial in one variable with constant 

coefficients and a polynomial in a single variable have the 

form: [16] 

�� 	+ ��� + ���� +⋯+ �!���!�� 	+ �!�!       (4) 

where ��, … , �! are constants, or more generally elements of 

a ring, and x is variable. The usual (commutative, 

distributive) laws are valid for arithmetic operations [16]. 

2.2.2. 2nd Order Polynomial 

The 2
nd

 order polynomial is polynomial function have one 

or two variables with constant coefficients had the form: [17] 

�!�!�# +⋯+ ������� + ������ + ������ + ����� +��� + ���� + ���       (5) 

where ���, … , �!# are constants, or more generally elements 

of a ring and x ,y are variables.[18] 

For the matching algorithms used, the error measured 

between the computed disparity map $%��,��	 and the ground 

true disparity map	$&��,�� for total number of pixels (') is 

[19]: 

( = �
) 	∑ |	$%��,��	�	��,�� $&��,��|            (6) 

For Interpolation techniques there two methods used, they 

are: 

1. Mean Square Error (MSE) 

The (MSE) of an estimator measures the average of the 

squares of the "errors", (i.e, the difference between the 

estimator and what is estimated). If Ŷ  is a vector of , 

predictions, and - is the vector of the true values, then the 

(estimated) MSE of the predictor can be expressed by [20]: 

./0 = �
!∑ �Ŷ1 − -1��!13�                     (7) 

3. Median Absolute Deviation (MAD) 

The (MAD) is a robust measure of the variability of a 

univariate sample of quantitative data. For a univariate data 

set X1, X2, ..., Xn, the MAD is defined as the median of the 

absolute deviations from the data's median [21]: 

.45 = 67$8�,1�9:1 −67$8�,;�:;�9�            (8) 

4. Tested Stereo Vision Images 

The real and rectified stereo vision image pairs, provided 

as a database with ground-truth (true disparity map) that is 

required to calculate the percentage error. One of the stereo 

pairs called (Tsukuba), as shown in Figure 2 [22]. 
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5. Canny Block Matching Algorithm 

(CBMA) 

The algorithm consists of two stages a Canny edge 

detector and the Block matching technique using SAD to 

determine the disparity map. 

5.1. Canny Edge Detector 

The Canny edge detector is an edge detection operator 

using a multi-stage algorithm to detect a wide range of edges 

in the images. The Canny edge detector uses the first 

derivative of a Gaussian; so to begin with, the raw image is 

convolved with a Gaussian filter and the edge direction angle 

is rounded to one of four angles representing vertical, 

horizontal and the two diagonals. Canny uses thresholding 

with hysteresis, and they require two thresholds (high and 

low) [23]. 

The Canny operator has three variables (Sigma standard 

deviation of Gaussian (σ) and two thresholds ( <=>?  and 

	<@1A@)): sigma range from (0.5 - 5), <@1A@h range from (0.01-

0.2), and <=>? depends on <@1A@ as <=>? = 0.4 ∗ <@1A@. 

 

Figure 2. Tsukuba stereo image pair and true disparity map. 

 

Figure 3. Tsukuba image, (a) before applying Canny filter. And after applying Canny edge detector at different threshold and sigma values: (b) at<@1A@=0.01 & 

σ=0.5, (c) at <@1A@=0.05& σ=1and (d) at <@1A@=0.1& σ=1.  

Figure 3 shows the images before and after applying 

Canny edge detector at different thresholds and sigma values, 

The optimal result for this image is obtained at threshold 

value as in ((c) (<=>? = 0.4 ∗ <@1A@ , <@1A@0.05 & σ=1 and the 

time is 0.174785 seconds)), it can be considered as an 

optimal value since it compromises between accuracy of 

matching results and speed up the execution time.  

5.2. Block Matching Techniques 

Block matching is a technique used in stereo vision to 

solve the correspondence problem, each block from the left 

image, is matched into a block in the right image by shifting 

the left block over the searching area for pixels in right 

image, as shown in Figure 4 [24]. 

 

Figure 4. SAD block matching techniques.  

In order to reduce the computational time, in which the search 

for the matched blocks is performed by moving the reference 

window of the reference image block-by-block over the target 

image, and the disparity value calculated for the central pixel of 

the window represents the same disparity value for all window's 

pixels neighboring the central pixel. By this method large 

amount of SAD computation time can be reduced. 

After testing the CBMA algorithm with the pair’s images 

for (Tsukuba) the results for the disparity map are obtained as 

shown in Figure (5), the execution time and error calculation 

according to CBMA algorithm are shown in the Table 1. 

Table 1. The execution time and error calculation according to CBMA. 

Window-size Error percentage (%) Execution time (Sec.) 

[3×3] 23.87 0.4379 

[5×5] 18.03 0.3771 

[7×7] 14.91 0.3984 

[9×9] 13.56 0.3657 

[11×11] 12.68 0.3593 

[13×13] 11.24 0.3718 

[15×15] 12.93 0.3689 

[17×17] 13.20 0.3611 

[19×19] 13.40 0.3685 

[21×21] 13.11 0.3709 

[23×23] 14.22 0.3728 

[25×25] 14.47 0.3639 

[27×27] 13.40 0.3655 
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Figure 5. Disparity maps of Tsukuba image result from CBMA for different 

window sizes. 

From Table 1 it can be noted that a large amount of SAD 

computation can be reduced, consequently the computation 

time is dramatically reduced the execution time between 

(0.4379 and 0.3593) sec is good for application to robots. 

The Error percentage with different windows shows the 

optimal window is [13x13] and gives minimum error 

percentage with execution time of (0.3718) sec. So, the 

algorithm (CBMA) has reduced the execution time, but the 

Error percentage is slightly more than the other algorithms. 

The window [13x13] is considered as a suitable (acceptable) 

value for disparity map computation.  

6. Interpolation Algorithm 

To enhance the output images of the disparity map that can 

be done from the matching algorithms (CBMA) which used 

the median filter method with some Interpolation techniques 

mention earlier.  

6.1. Median Filter 

The median filter is an effective method that can 

distinguish the out-of-range isolated noise from image 

features such as edges and lines. Specifically, the median 

filter replaces a pixel by the median, instead of the average, 

of all pixels in a neighborhood w [25]: 

�E6, ,F � 67$8�,G�E8, HF, �8, H� ∈ �J                 (9) 

where w represents a neighborhood defined by the user, 

centered around location [m,n] in the image. The median is 

calculated by first sorting all the pixel values from the 

surrounding neighborhood into numerical order and then 

replacing the pixel being considered with the middle pixel 

value.  

In this paper we concentrate on the performance of 

interpolation techniques: bilinear, 1st order and 2
nd

 order 

polynomials.  

6.2. Algorithm Steps & Flow Chart 

The Interpolation algorithm can be described as follows: 

Step1. Read disparity map image for (CBMA) algorithm 

and any window size. 

Step2. Set the Block size value and in case used only 3 or 

5. 

Step3. Apply median filter to the input image and save the 

new image. 

Step4. Calculate the bilinear Interpolation and save the 

new image and compute the mean squared error (MSE) and 

the median absolute deviation (MAD). 

Step5. Calculate the 1
st
 order polynomial and save the new 

image and compute the mean squared error (MSE) and the 

median absolute deviation (MAD). 

Step6. Calculate the 2
nd

 order polynomial and save the new 

image and compute the mean squared error (MSE) and the 

median absolute deviation (MAD). The flowchart shown in 

Figure 6.  

 
Figure 6. The flow chart of Interpolation algorithm. 

6.3. The Execution Time with Interpolation 

Techniques 

To compute the Execution time for the Interpolation 

techniques, first the actual time is registered before the of 

matching process starts and after it is accomplished then the 

time difference is divides by the step size that it used to do 
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the interpolation image:  

T=
&KLK

MNOP	M1QO�
                               (10) 

So to determine the time for the Interpolation process 

equation (10) becomes 

R �
&KLK

MNOP	M1QO�
+ Interpolation	time	       (11) 

Where: RN>N is the time from the matching algorithms, step 

size is the block mask to calculate the interpolation image on 

the disparity map image and it is square because of using the 

square windows, and T is the total time after using the 

interpolation. 

6.4. The Results 

The algorithm (CBMA) outputs disparity maps for all 

windows sizes from (3x3) to (27x27) for the three 

Interpolation algorithms (Bilinear interpolation, 1
st
 Order, 

and 2
nd

 Order Polynomials) in Microsoft Visual Basic 6 and 

for two Block size (3*3) and (5*5) the results are shown in 

Table (2) which compares the Results for CBMA disparity 

map images from the three Interpolations (Bilinear, 1st order. 

& 2
nd

 order polynomials) and (MSE, and MAD) are 

calculated for two block size (3*3) and (5*5) and the Error 

Percentage of the output disparity maps before and after the 

interpolation.  

Table 2. The Interpolation techniques (Bilinear interpolation, 1st Order, and 2nd Order Polynomials) and (MSE and MAD) for CBMA. 

Window Size 

CBMA 
BS3 MAD BS5 MAD 

BS3  

MSE 

BS5  

MSE 

Error percentage 

(%)before Interpolation 

Error percentage 

(%)After Interpolation 

[3x3]bilinear 12 18 536.9 1018.9 21.62 19.36 

1st Pol 13.3 19.2 572 1065.4   

2 nd Pol 21.5 26.6 1312.9 1873.1   

[5x5]bilinear 6.3 9.8 221.5 424.5 17.04  16.99 

1st Pol 6.8 10.7 231.9 455.6   

2 nd Pol 14 18.5 765.3 1163.8   

[7x7]bilinear 5.4 9 206 405.3 13.73 12.37 

1st Pol 5.9 9.8 216.2 423.8   

2 nd Pol 12.8 17.1 654.6 1045.6   

[9x9]bilinear 4.2 6.9 130.5 248 12.79  11.21 

1st Pol 4.5 7.4 135.4 258.1   

2 nd Pol 10.1 13.6 493.6 725.6   

[11x11]bilinear 3.8 6.5 142.5 256.5 12.96 10.43 

1st Pol 4 6.9 146.4 263.9   

2 nd Pol 10 14 473.5 793.4   

[13x13]bilinear 3.3 5.5 102.8 192.2 11.34 10.54 

1st Pol 3.4 5.8 104.8 197.4   

2 nd Pol 8.4 12 390.8 644.3   

[15x15]bilinear 2.5 4.3 86.7 162.1 13.74 10.32 

1st Pol 2.6 4.4 88.2 165.0   

2 nd Pol 6.5 9.9 260.8 480.9   

[17x17]bilinear 2.5 4.3 85.2 155.9 12.34 11.73 

1st Pol 2.7 4.6 87.3 159.6   

2 nd Pol 7.3 10.4 330.9 580   

[19x19]bilinear 2.3 4.2 83.8 161.2 14.10 12.45 

1st Pol 2.4 4.4 85.1 163.3   

2 nd Pol 6.6 10.4 247.5 572.8   

[21x21]bilinear 2 3.5 63.2 123 14.23 12.65 

1st Pol 2 3.6 63.9 124.3   

2 nd Pol 5.4 9.1 179.7 491.1   

[23x23]bilinear 1.9 3.3 50.9 93 13.57 11.37 

1st Pol 2 3.4 51.7 95   

2 nd Pol 5.4 8.8 205.1 485   

[25x25]bilinear 1.5 2.3 33.9 51.7 14.25 12.22 

1st Pol 1.6 2.4 34.3 53.2   

2 nd Pol 4.2 8 145.5 480.3   

[27x27]bilinear 1.2 2.2 29.2 59.1 14.35 12.25 

1st Pol 1.3 2.3 29.4 59.6   

2 nd Pol 3.8 6.3 129.2 321.3   

Figures 7 & 8 show a comparison for the CBMA algorithm between the three Interpolation techniques (Bilinear, 1st order, & 

2
nd

 order polynomial) for both (MAD) and (MSE) respectively. 
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Figure 7. Comparison of results (MAD) for CBMA between (Bilinear, 1st order, & 2nd order polynomial) block size (3*3). 

 

Figure 8. Comparison of Results (MSE) for CBMA between (Bilinear, 1st order, & 2nd order polynomial) block size (3*3). 

It can be noted form the Figures 7, 8 and Table 2 that the 

Bilinear interpolation is better for block size (3*3) because it 

gives less values of the MSE and MAD and less Error 

percentage about (1% to 2%) which can be enhanced for real 

disparity map image. 

Interpolation computation for block size (3*3) and (5*5) is 

shown in Figures (9), (10) respectively. 

From Table 2 it can be shown that the Bilinear 

Interpolation gives the best results when used a block size 

(3*3) for (MAD) and (MSE) for the algorithms (CBMA) and 

the second nearest results is a 1
st
 order polynomial and for 

the Error percentage computation for the new images 

(disparity map) from the Bilinear Interpolation of (3*3) block 

size the results is less about (1 to 2%) from the original 

disparity map for the (CBMA) algorithm. 

It can be observed from Figures7 & 8 that the MSE (for three 

Interpolation techniques) give better results (less error) between 

the Bilinear and the 1
st
 order polynomial than the MAD.  
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Figure 9. Window size for CBMA is (3x3) block size (3) to compute the 

Interpolation (a) Origin CBMA (b) Bilinear (c) 1st order & (d) 2nd order. 

 

Figure 10. Window size for CBMA is (3x3) block size (5) to compute the 

Interpolation (a) Origin CBMA (b) Bilinear, (c) 1st order & (d) 2nd order. 

7. Stereo Vision Hardware 

 

Figure 11. The implemented stereo vision system. 

The vision system hardware is implemented and of two 

identical models USB web cameras connected to PC with 

USB cable, as shown in Figure (11). The camera 

specification, High Resolution CMOS Color Sensor, 

Resolution: 1300k pixel (interpolated 5M), Interface: 2.0, 

Photo quality of 3 Megapixels. The system operates at a 

resolution of 320×240.  

8. Depth Measurement 

After stereo cameras have been calibrated and their 

parameters (intrinsic and Extrinsic) have been calculated, and 

rectification the images from that parameters the depth of the 

scene objects can be extracted. The correspondence 

algorithm has been applied to extract disparity map. To find 

the depth (z) for a stereo vision system by using the equation: 

z �
_∗	`

ab�ac
�	

_	∗	�d	

ab�ac
                              (12) 

where (b) baseline equals 16 cm,(f)focal length, (xf 2 xg) is 

the disparity map, z is the depth. 

 

Figure 12. Stereo images captured by the practical stereo cameras and the disparity map by selecting points at different depths.  

Table 3. Distance measurements of the five points of Figure (12). 

Tested 

points 

disparity 

value (d) in 

(pixels) 

Real 

depth 

(cm) 

Estimated 

depth (cm) 

Depth Error 

percentage 

(%) 

A 77 121 121.887 + 0.72 % 

B 59 160 159.02 - 0.6 % 

C 40 236 234.59 - 0.59 % 

D 31 297 302.7 + 1.9 % 

E 29 313 323.58 + 3.38% 

The estimated depths of randomly selected points in the 

real scene are calculated according equation (12), in which 

the focal length (f) that represents one of the internal 

parameters of the camera is extracted from camera 

calibration as mentioned before, where the horizontal focal 

length in pixels of the left camera is α=586.491 pixels. 

It can be noted that the error in depth results at points A, B 

and C is less than that at points D and E because the disparity 

values obtained at points A, B and C are correct. 
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9. Conclusions 

Stereo vision system is a very important technique and 

widely used in real time performance devices and the 

matching algorithms that are used to calculate the output 

suffer from the execution time and output accuracy image 

(Error percentage). For CBMA, some things have been done 

to show the results which are suitable for a real time 

performance to reduce the execution time of the algorithm in 

three major steps: 
a) The Canny edge detector filter has a good effect on 

reducing the execution time for matching algorithm. 

b) The block matching technique with the SAD ((Block-

by-Block) search which provides less operation to 

compute the SAD when it runs in the  matching 

algorithm). 

c) The selection of the optimal window size effects on 

both the execution time and error percentage. 

For a better accuracy, the disparity map is used to reduce 

the error percentage to enhance the output image using the 

interpolation algorithm, with median filter and the 

interpolation techniques, the bilinear interpolation techniques 

have been used to enhance the output results images from the 

three algorithms. The error percentage has been reduced 

about 2% and the execution time is reduced. Therefore, the 

total execution time will be divided by the step size windows 

(block size). 
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