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Abstract

The availability of such imagery presents profoumpbortunities for image processing
and computer vision research and exciting new egfitins in related fields. The

challenge is how to organize, catalogue and redrisuch image data in a visually
meaningful manner. It requires the development @k ralgorithms in the fields of

scalable search in databases for global and/of lotage features, integration with

multi-modal data (meta-data), such as text and @fé8mation, information retrieval on

the internet, scalable deployments of related &mos on clustered computing

architectures and multi-user interaction in soam#dia. Object recognition has gained
significant interest in scientific circles latelijluch early work on the analysis of
activities took place within the computer visiomuounity and leveraged video cameras
as passive and non-invasive sensors. More recedtBtnative paradigms based on
dense sensors have emerged.

1. Introduction

Huge quantities of video and still imagery now éxis the web both in social media
websites (Flicker, Facebook, and YouTube) and fasghcams. Within these images and
videos are stored the world's most significantssifeople, objects and events. Subjects
are available from varying viewing position and lasgdifferent times of day and night,
changes in season, weather, and decade. The dlitgilad such imagery presents
profound opportunities for image processing and fater vision research and exciting
new applications in related fields. The challengehow to organize, catalogue and
retrieve such image data in a visually meaningfahner. It requires the development of
new algorithms in the fields of scalable searctatabases for global and/or local image
features, integration with multi-modal data (metda), such as text and GPS
information, information retrieval on the internetcalable deployments of related
algorithms on clustered computing architectures amdti-user interaction in social
media.

Object recognition has gained significant interestcientific circles lately. This trend
can be attributed mainly to two different reasoRsst, spatio-temporal data derived
from object motion is becoming more easily ava#alllue to advances in sensor
technology and computing techniques. On the harelwgae, advancements in sensor
technology are resulting in low-cost versatile sess On the software side,
advancements in computer vision have led to thigdex robust object trackers that can
handle occlusions, shape deformations and inter®dignges in single- and multi-
camera settings. Second, novel applications emmognalysis of motion trajectory are
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emerging due to enhanced interest in homeland ise@s
well as due to prevalence of multimedia gadgets
commercial and scientific endeavors. Examples efiotion
trajectory include tracking results from video &exs, sign
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In this approach, tiny battery-free wireless sesmsare
iattached to objects and surfaces in a space angroaide
direct measurements of the user’s proximity to otgjeand
regions of the environment. For example, descridbsgstem

language data measurements gathered from wirede globased on (radio frequency identification) RFID tafgps

interfaces fitted with sensors, Global PositioniBgstem

recognizing a subset of the activities of dailyidy, a

(GPS) coordinates of satellite phones, cars usirag Ccanonical activity recognition task for computesiated care

Navigation Systems (CNS), animal mobility experitseetc.
This spatio-temporal
information about the behavior of the object oknesst, the
action performed and the interaction among groups
objects .For example, in sign and gesture recammitthe
signer moves his hands in specific pattern for diqdar
word. In sports video trajectory analysis and ustierding
can assist the players, coaches and sports anakis
strategies used on the field based on the motitterpa of
players and their mutual interaction. Another intpot area
is automatic video surveillance which is used,géeample, in
real-time observation of people and vehicles, irbusy
environment, leading to a description of actiond amutual
interactions. This application arises in scenagi®sliverse as
indoor and outdoor home and office scenes, rai\aag
subway stations, parking lots, elevator and retaile videos,
highway videos, etc. The complexity of the problésn
exacerbated by low-resolution, weather-dependemteovi

applications. While dense sensors are appealingaltieeir

data embodies semanticallyh riclow cost and simplicity, they have several drawlsadk

comparison to video-based analysis. First theyireqbjects
@nd often people to be instrumented. Second, tleenat
work with certain types of objects such as metailigects,
food items, and objects that are very small. Initamdthere
are problems with signal drop out, latency, andfasion
between labels during reading.

Many activity recognition methods in computer visio
have focused on the representation and modeliragtidns,
which are the atomic units within activities. Thige of work
explores tracking methods and other forms of spatio
temporal video analysis in order to sense whatattter is
doing. In other words, they attempt to identify Hetivity by
sensing the verbs. A common theme in these workkds
exploration of spatio-temporal video features. ©thierk has
addressed the wuse of multiple resolutions. Temporal
constraints on actions are addressed either thrtheghse of

capture and the presence of multi-camera survedlan probabilistic models such as HMM'’s or SCFG’s, amtigh

systems. The research challenge here is to quiekiyn the
permitted activities and set an alarm at any illega
abnormal activity being performed. We emphasizé dbgect
motion plays the key role in the domain of activétyalysis
in general and in video surveillance
Psychological studies have shown that human beoags
routinely discriminate and recognize this kind dbjext
motion using motion pattern, even in large viewttistances
or poor visibility conditions; whereas, other cussch as
clothes, appearance, or hair style tend to vanishaerge
distances or poor visibility conditions.

Nevertheless, developing high-accuracy
classification and recognition algorithms using oot
trajectories is still an extremely challenging taekticularly
when the number of activities to be recognizedelatively
large. The object trajectory is typically modeled a
sequence of consecutive locations of the object aon
coordinate system resulting in a vector in 2-D oD 3
Euclidean space. The measurement parameters, tapeat
in time, needed for object localization can be taabily high-
dimensional, distance (height or depth), silhouetfethe
object shape, and other metadata correspondingbjecto
appearance and environment.

2. Review of Earlier Research Work

Much early work on the analysis of activities toplace
within the computer vision community and leveragsédio
cameras as passive and non-invasive sensors. oeatly,
alternative paradigms based on dense sensors haamged.

in particular.

explicit temporal correlation methods. The recadgnitof
actions can often be aided by incorporating confiexh the
environment. We loosely characterize these appesacs
sensing verbs plus context.

In the work of (Peursum, West, & Venkatesh, 2005)
actions can be discriminated by identifying the tispha
location within the scene in which they occur. Handtions
which might be ambiguous in general can be cowectl
classified as typing when they occur in the viginif the
keyboard. The W4 system used outdoor scene coimext
conjunction with a robust blob-tracking algorithmanalyze

activityscenarios in which multiple people interacted axchanged

bags and other objects. Other sources of taskfgpeontext
include the identification of roads and entranceatgein
parking lot surveillance and tracking the composeot a
blood glucose monitor. In contrast to these works, are
interested in domains where the action and sphtéstion
are of limited utility in recognizing activities.

(Bao & Intille, 2004) noted that most previous sésd
examining activity recognition from accelerometatalwere
not suitable for real-world situations and were dumied
either in laboratory conditions or used limitedadats. They
assessed the performance of algorithms in identifyiventy
activities under semi-naturalistic, simulated realdd
conditions using five biaxial accelerometers. Diecigable,
distance-based learning, decision tree and Naivge8a
classifiers were used with providing the best penfince
recognizing everyday activities with an overall aacy of
84%. The above study also identified the optimalgks
accelerometer position, for the set of activitiesyt chose, as
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being on the thigh and that accuracy increased 3% By
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accuracy with some commentators stating that agtivi

using more than one accelerometer. It was shown thgecognition is primarily a classification problenTwo

acceleration data could be augmented with heagtdata to
determine the intensity of physical activities.tfiangas et
al undertook a study using coin-sized sensor de\at@ached
to four parts of the body: right thigh and wristftlwrist and
a necklace. 17 daily activities were examined ugriaxial
accelerometer and heart rate data. Two classifiers used
(multilayer perceptrons and kNN classifiers) withNN
achieving a 90.61% aggregate recognition rate fdold!
cross-validation. Interestingly, heart rate datas wallected
but not used in the activity recognition process.

A major challenge in this approach is the needafoobust

classifiers, k-NN and J48/C4.5 (J48 is the Wekaldibdava
implementation of C4.5), were evaluated in thisdgturhe
Weka Toolkit is a collection of state-of-earth miaeh
learning algorithms and data pre-processing toelsekbped
at the University of Waikato in New Zealand. Longeri et al
identify k-NN and J48/C4.5 as being “the classfiith the
least complexities but rendering acceptable perémica.

The recognition of actions can often be aided by
incorporating context from the environment. We klgs
characterize these approaches as sensing verbsqitest.
For example, in the work of Moore et al. and Peorst al,

general-purpose object recognition system whichIdouactions can be discriminated by identifying the tigpa

reliably discriminate between hundreds of differeabking
items under real-world imaging conditions. Buildingpdels
for object recognition usually requires labeled iniray
images without a cluttered background. In ordestitain this,
a significant amount of work (segmentation and lialgeof
objects) is required. In contrast, our work levexatemporal
continuity in video frames to roughly segment theving
object. An object is modeled as a bag of SIFT festiand
learning object models is equivalent to assignifg t
probabilities of seeing different SIFT featuresan object.
Our approach is similar to which assigned features
independent images into ‘topics’ using LSA, an yeswuised
learning method. Their results showed that the akek
topics usually coincided with objects. In contrase use
sparse and noisy RFID measurements to guide theinga
process.

Recently, dense sensors have been proposed as
alternative to vision-based object recognition @dotaining
object information in activity recognition tasksn lthese
works, wireless sensors attached to both humansbjedts
make it possible to directly measure actor-objetgractions.
Possible sensor data includes the identities oplpeand
objects (e.g. RFID sensors) as well as their pmsisand
velocities (e.g. accelerometers and audio sensors).

Activity recognition fits into the bigger domain obntext
awareness by making devices aware of the activity
activities of the user. The ability to recognize ntan
activities is a key factor if computing systems trenteract
seamlessly with the user’s environment. Contextrangss is

location within the scene in which they occur. Handtions
which might be ambiguous in general can be cowectl
classified as typing when they occur in the viginif the
keyboard. The W4 system used outdoor scene coinext
conjunction with a robust blob-tracking algorithmanalyze
scenarios in which multiple people interacted axchanged
bags and other objects.

Hierarchical architectures have been shown to ofatpa
single-template (flat) object recognition systemsaovariety
of object recognition tasks (e.g., face detectiond aar
detection. In particular, constellation models halveen
shown to be able to learn to recognize many objects at a
time) using an unsegmented training set from judew
examples. Multilayered convolution networks werewh to
perform extremely well in the domain of digit recdtipn
and, more recently, generic object recognition dade
identification. The simplest and one of the mospuar
appearance based feature descriptors corresporaisiall
gray value patch of an image, also called compipmamt or
fragment. Such patch-based descriptors are, howawéited
in their ability to capture variations in the oljeppearance:
They are very selective for target shape but laskriance
with respect to object transformations. At the othetreme,
histogram-based descriptors have been shown toebg
robust with respect to object transformations. Bpshthe
anost popular features are the SIFT features, whiatel in
the redetection of a previously seen object undésv image
transformations and have been shown to outperfaimero
descriptors.

leading to the ’'reinvention’ of some domains such a However, as we confirmed experimentally, with such

healthcare with studies examining a diverse rande
applications such as hospital worker activity eation ,
chronic disease management and remote patient onioiit
In context aware computing, data can be collectech fa
diverse range of sensors such as audio sensoige iseasors
and accelerometers. Accelerometers facilitate tad-time
recording of acceleration data along the x-, yz-@xis. Due

aegree of invariance, it is very unlikely that thefeatures
could perform well on a generic object recognitiask. The
new appearance-based feature descriptors deschibesl
exhibit a balanced trade-off between invariance and
selectivity. They are more flexible than image pat and
more selective than local histogram-based descsipto
Though they are not strictly invariant to rotatidmyariance

to their ever-diminishing size and embeddable maturto rotation could, in principle, be introduced tfee training

accelerometers can be unobtrusively worn by udersas
been noted that accelerometers have successfullgsen
over to the mainstream via devices such as Aptéisne.
Much recent research has applied classificatioardlgns
to accelerometer data in order to increase actreicpgnition

set (e.g., by introducing rotated versions of thigioal input).
Much early work on the analysis of activities toplace
within the computer vision community and leveraggdeo
cameras as passive and non-invasive sensors. doeatly,
alternative paradigms based on dense sensors harged.
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In this approach, tiny Battery-free wireless segsare
attached to objects and surfaces in a space angroaide
direct measurements of the user’s proximity to cisjeand
regions of the environment. For example, descrésgistem
based on RFID tags for recognizing a subset oatheities
of daily living, a canonical activity recognitioragk for
computer-assisted care applications. While denssoss are
appealing due to their low cost and simplicity, ytheave
several drawbacks in comparison to video-basedysisal

First they require objects and often people toriserimented.

Second, they do not work with certain types of otgesuch
as metallic objects, food items, and objects that \eery
small.

In addition there are problems with signal drop, tatency,
and confusion between labels during reading, mantiyity
recognition methods in computer vision have focusedhe
representation and modeling of actions, which heeatomic
units within activities. This line of work explordsacking
methods and other forms of spatio-temporal videadyasis in
order to sense what the actor is doing. In othemdsjothey
attempt to identify the activity by sensing the bser A
common theme in these works is the explorationpattie-
temporal video features,

Other work has addressed the use of multiple réeaki
Temporal constraints on actions are addressedr éfthmugh
the use of probabilistic model such as HMM'’s or &G or
through explicit temporal correlation methods.
recognition of actions can often be aided by inocafing
context from the environment. We loosely charaztethese
approaches as sensing verbs plus context. Inasiritr these
works, we are interested in domains where the aciiod
spatial location are of limited utility in recoging activities.
Many different cooking activities, for example, olve
picking up and putting down objects within a singtauinter-
top area. To differentiate among these activitiésisi
necessary to identify the objects which are beiagipulated.
We characterize this approach as recognizing #esviby
sensing the object use. The cooking domain invoivésrge
number of different objects which are shared acroshiple
activities and are not restricted to any particlderation in
the image. A major challenge in this approach ésrtbed for
a robust general-purpose object recognition systgrith
could reliably discriminate between hundreds offedént
cooking items under real-world imaging conditioBsilding
models for object recognition usually requires lade
training images without a cluttered backgroundotder to
obtain this, a significant amount of work (segméataand
labeling of objects) is required. In contrast, owork
leverages temporal continuity in video frames taigfdy
segment the moving object. An object is modeled hag of
SIFT features and learning object models is egaivato
assigning the probabilities of seeing different Bifeatures
in an object. Their results showed that the rewvkadpics
usually coincided with objects. In contrast, we sparse and
noisy RFID measurements to guide the learning psce
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object information in activity recognition tasksn these
works, wireless sensors attached to both human®bjedts
make it possible to directly measure actor-objetgractions.
Possible sensor data includes the identities oplgeand
objects (e.g. RFID sensors) as well as their postiand
velocities (e.g. accelerometers and audio senslor$3FID-
based systems, activities are represented as pligbab
distributions over sequences of object-use obtaiftech

sparse and noisy RFID readings. In other approaches

information from accelerometers is used to idenéiftions
such as walking and climbing stairs. RFID and viswere
also used as complementary sensors. In RFID aridnvis
were used to track object and human independemtty,were
combined using rules. In contrast to this latterrkyo
utilization of RFID sensors to fit vision object d®ls in an
integrated DBN framework.

Another aspect of activity recognition which haseaiged
significant attention is computational models oftiaty
which can serve as a constraint on the interpogtaif noisy
sensor data. Complex activities such as bakingka can be
decomposed into subtasks, and constraints fronddineain
(e.g. the oven must be preheated before it carsbd)uesult
in partial orderings of these subtasks. There e bnuch
interesting work in representing and exploiting sine
constraints during recognition. Although RFID camse the
use of objects, in practice it has several limitagi which

Themotivate us to bootstrap the RFID readings usirgjowi If

the bracelet is close to an object by accidenhay indicate
erroneously that the object is being manipulatéd. tagged
object is grasped far from the tag, on the otherdhahe
manipulation may be missed.

This section provides a survey of the related wookn
recent literature in the areas of trajectory regméation,
statistical modeling and applications of trajectbased
representation and learning. Studies into humarhmsggy
have shown the extra-ordinary ability of human bsiro
recognize object motion even from minimal inforroati
system such as Moving Light Displays (MLDs). Such
displays are obtained by making a video of movingjects
wearing reflective pads/light bulbs on their boaynis in
almost dark conditions. In spite of the paucityrdbérmation,
human observers easily perceive not only motionalsd the
kind of motion; e.g., walking, running, dancingctigg, etc.
Based on this understanding, object motion has kmen
important feature for the representation and disicration of
one object from another in video applications. iearl

approaches in motion-based methods focused on tobjec

tracking from raw and compressed domain videoseximd)
and searching based on object motion as the domman
has attracted a lot of research activity in the f@as years.
Chen et al. segment each trajectory into sub t@jies
using fine-scale wavelet coefficients at high levedf
decomposition. A feature vector is then extractenfeach
sub trajectory comprising of features like accdlera
velocity, sub trajectory length, etc. Distanceswsetn each

Recently, dense sensors have been proposed as sab trajectory in query trajectory and all the ixelk sub

alternative to vision-based object recognition @dataining

trajectories are computed to generate a list ofilaim
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trajectories in the database. This approach suffers the
fact that the representation is based on adhoarfsatvhich
are not tolerant to affine transformations of tregetctories.
Also, the feature vectors lie in a non-uniform sgaso the
matching process has to compute the overall distiased
on weighted average of individual features. Previoork on
trajectory indexing and retrieval segments theettjries

24

recognition in hand writing recognition applicatioDe la
Torre et al use PCA and HMM for tracking and redgtign
for lip-tracking and eye-tracking. Martin et al nebdthe
trajectories for gesture recognition using multidimional
histogram of gestures. In their approach, no segatien to
obtain sub trajectories is performed; only the nédastory is
taken into account. The results are reported imsesf head

based on dominant sign changes in curvature dag®. Whovements for two gestures of ‘Yes’ and ‘No’; fasingle

represent the sub trajectories using PCA coefftsien

The view-invariant representation of trajectoriesr f
scenarios where similar trajectories are captureamn f
different viewpoints. View-invariant representatibas also
been addressed in for modeling and recognizingor&ti
performed by individuals in video sequences. Th
representation is based on dynamic instants (segtiem
points) of the trajectories. For each dynamic imssta the
trajectory, frame number, location of the hand &ign’ of
the instant (-ve for counter clockwise turn and +eoe
clockwise turn) is stored. The matching is perfadnn
trajectories with the same number of dynamic irtstamd
same sign permutations. This approach, though coiripa
representation, cannot be used for partial trajgcto
processing or generic trajectory representation.

Yacoob et.al. have presented a framework for model

stroke letters from graffiti characters five exmiess for

facial expression analysis from gray scale imagesize

44x60. Starner and Pentland address the issue @friéam

Sign Language recognition from video sequences.8An
element feature vector is obtained consisting ohdwnd’s x
@nd y positions, angle of axis of least inertiaj ancentricity
of bounding ellipse is used.

Bettinger et al address the problems of learnipgm@on’s
facial behaviors from video sequences and syntimgsiz
sequences demonstrating the same behavior. A segoém
face is represented as a parameter sequence labeled
trajectory in parameter space, which is then seggaeimto
sub trajectories. HMMs are then trained on thisadatlearn
the facial behavior models. It is important to godut that
the notion of trajectory, the process of segmembatind
representation used in are entirely different ttteaamethod

and recognition of human motions based on principgresented.

components. Each activity is represented by eigbtion
parameters recovered from five body parts of thendw
walking scenario. In a semantic event detectiohriggie for
snooker videos is presented. Trajectory of the evbill is
generated using a color-based particle filter.
implementation of the particle filter allows forlbaollision
detection and ball pot detection. A separate haltk is
instantiated upon detection of a collision and stete of the
new ball can be monitored. The evolution of the tevtiall
position is modeled using a discrete HMM. In thsugs of
recognizing a set of plays from American footbatleos is
considered. Using a set of classes each repregentin
particular game plan and computation of percepiemiures
from trajectories, the propagation of uncertaintygaligm is
implemented using automatically generated Bayesi
network. The problem with above approaches isttiet are

Th

a

3. Methodology

Firstly, we attempt to classify events in staticagas by
@ntegrating scene and object categorizations. al ¢ to
classify the event in the image as well as to gled number
of semantic labels to the objects and scene enwieoh
within the image. For example, given a rowing scemgr
algorithm recognizes the event as rowing by clgsgif the
environment as a lake and recognizing those critbgects
in the image as athletes, rowing boat, water, \&&.achieve
this integrative and holistic recognition througlyenerative
graphical model.

4. Image and Object Recognition

highly domain-dependant, with domain knowledge and Process

sensor dependence on video data being intimatelgwnto
the systems. A sensor-independent approach
modeling activity performed by a group of objegigrsons,
cars, etc.) is presented. Objects in scene ara takeoints
and they consider the 'shape' formed by a configuraof
point objects at a given time instant. This 'shagpdtacked
over time, normal shape is learnt and abnormadityatected
as perturbation in this shape. Although robustfaiti-agent
abnormal activity detection, this approach canretpplied
for single object trajectories.

Vinciarelli et al have used PCA and ICA (Indepertden
Component Analysis) along with HMMs for word

towards

This is the task of finding a given object in anage or
video sequence. Humans recognize a multitude afctdbjin
images with little effort, despite the fact tha¢ flmage of the
objects may vary in different viewpoints, in maniffetent
sizes / scale or even when they are translatedotated.
Objects can even be recognized when they are [hartia
obstructed from view.

Object recognition is the process whereby obseraegs
able to recognize three-dimensional objects despdeiving
only two-dimensional input that varies greatly degieg on
viewing conditions.
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Chair Tree

2
e

Side view car

Figure 1. Image showing object recognition

Object recognition can be described as all of tiewing:
* Artificial intelligence
* Application of artificial intelligence Object recogniton methods have the following
¢ Pattern recognition applications:
Appearance-based object recognition methods have, angroid Eyes - Object Recognition

recently demonstrated good performance on a vardéty Image panoramas

problems. However, many of these methods eitheuireq « Image watermarking

4.1. Applications of Object Recognition

good whole-object segmentation, which severelyttirttieir « Face detection

performance in the presence of clutter, occlusiaon, « Optical Character Recognition
background changes; or utilize simple conjunctiohsow- « Manufacturing Quality Control
level features, which cause crosstalk problems@asntumber « Content-Based Image Indexing
of objects is increased. We are investigating greapnce- « Object Counting and Monitoring
based object recognition system using a keyed, iHheui! .

: X Automated vehicle parking systems
context representation that ameliorates many ofsethe , \jiqeo Stabilization

problems, and can be used with complex, curved eshap

Pictures on this page are from a training databeséave 4.2. Object Classification
used in system tests. The basic idea is to représervisual
appearance of an object as a loosely structuredication
of a number of local context regions keyed by didtve key
features, or fragments. A local context region barthought ) ’ e, ea
of as an image patch surrounding the key feature aglassic example in astronomy is distinguishing sst&om

containing a representation of other featuresititatsect the 9alaxies. For each object, one measures a number of
patch. Now under different conditions (e.g. lightin properties (brightness, size, etc.); the classifteen uses

background, changes in orientation etc) the featufN€Se properties to determine whether each olgextsiar or
extraction process will find some of these disiiretkeys, & 9alaxy. Classifiers need not give simple yesimoners --
but in general not all of them. Also, even with doc theYy can also give an estimate of the probabilitgt tan
contextual verification, such keys may well be dstemt OPi€Ct belongs to each of the candidate classes. _
with a number of global hypotheses. However, tlaetfon Techniques thus far only classify objects basedheir
that can be found by existing feature extractioncpsses is ShaPe, color, texture, etc. These are only reptatee of
frequently sufficient to identify objects in theese, once the e light reflected by an Ob_JECt,' Humans classifyeots in
global evidence is assembled. This addresses ontheof Many ways, including an object’s function.
principle proplgms of ob_jgct re_cognition, whichﬁnat, in any 4.3, Classification Method
but rather artificial conditions, it has so far ped impossible
to reliably segment whole objects on a bottom-ugishan Object classification methods are very useful tdotsdata
the current system, local features based on autcaiigt exploration in large, complex problems. Such tobése
extracted boundary fragments are used to represeltiple traditionally been described as artificial intefligce methods,
2-D views (aspects) of rigid 3-D objects, but thasib idea which may account for some of the skepticism among
could be applied to other features and other reptaetions. astronomers as to the applicability of these methtal
guantitative analysis. Classifiers need not be sasn

A classifier is an algorithm that takes a set afapzeters
(or features) that characterize objects (or ingahand uses
them to determine the type (or class) of each dbjEke
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mysterious black boxes that just spit out the amswe
decision trees, in particular, represent a reltividmple
geometric partitioning of the parameter space tban
provide an accurate, understandable charactenzaifoa
complex data set. The classification problem besoray
hard when there are many parameters. There areasy m
different combinations of parameters that techrsqbased
on exhaustive searches of the parameter space are
computationally  infeasible.  Practical methods for 2 Pose
classification always involve a heuristic approatknded to
find a ““good-enough" solution to the optimizatimmoblem.
The classification methods are:

a) Neural Networks

b) Nearest-Neighbor Classifiers

c) Decision

4.4. Activity Recognition

Activity recognition aims to recognize the actioasd 3 Held object
goals of one or more agents from a series of obtens on
the agents' actions and the environmental conditigkn
activity recognition approach based on object uam be
particularly useful in domains such as cooking, clhi
involve a relatively small number of repeated addisuch as
chopping, pouring, spreading, etc. Object use médion
can help discriminate between activities such asimgatoast
and making a sandwich, which may be similar frore th
standpoint of the actions alone. Such distincticas be
important for application domains such as healtmitooing
or memory aids. A significant issue in the develepirof an
object-based approach is its scalability, givenpgbeentially

large number of objects that must be discriminaged] the . —
.o .. .. . Tram]ng Training
Labels

4 Image Categorization

difficulty of obtaining labeled training data foa&h object
under realistic conditions. Potential users arekahf to be
willing to spend a significant amount of time triaig a
recognition system by presenting it with individydhbeled
object instances. However, given video of everyday
household activities, it is possible that objecteis could be
extracted automatically if a sufficiently informagi training _
signal was available. Testing

A method for activity recognition based upon &~ image ) S prediction]
automatically-acquired models of activities and tigects -L Fenturcs J-L Classifiar J-‘Outdoor|
that they involve. In other words, we recognizévées by —
identifying the objects which are being used inithage. An
activity recognition approach based on object uam be Human pose estimation & Object detection
particularly useful in domains such as cooking, clhi ~_
involve a relatively small number of repeated addisuch as Mutual Context
chopping, pouring, spreading, etc.

Actions can be represented in the following ways.

* Categories: Walking, hammering, dancing, skiing,

sitting down, standing up, and jumping.
* Poses
* Nouns and Predicates: <man, swings, hammer> <mar
hits, nail, w/ hammer>
Actions can also be identify in
1 Motion

Training
Images

Image Classifier Tmmed
Features Training Classrﬂer

Test Image
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4.5. Types of Activity Recognition 6. Summary and Conclusion

Sensor-based, single-user activity recognitiomtegrates To recognize an object, that is to answer the gqrestvhat
the emerging area of sensor networks with novel dahing object is in this image?” key features togethehwiiteir local
and machine learning techniques to model a widgeaf contexts are extracted from the image, and fed th®
human activities. Mobile devices (e.g. smart phppesvide associative memory. All matches are retrieved, fandeach
sufficient sensor data and calculation power tobEna match, the associated information is used to coenpt
physical activity recognition to provide an estioatof the hypothesis about the identity, view, and configoratof a
energy consumption during everyday life. Sensoebflas possible object. If any matches are found, the endd
activity recognition researchers believe that bypewering associated with them is updated to reflect the inéavmation.

ubiquitous computers and sensors to monitor thedeh of Techniques thus far only classify objects basedthmir
agents (under consent), these computers will bierbstited shape, color, texture, etc. humans classify objeetsy ways,
to act on our behalf. including an object’s function. Computer objectagugition

a) Sensor-based, multi-user activity recognition: -techniques lack some abilities which are simplehfiomans.
Recognizing activities for multiple users. Othens® Some work done, but it is just the beginning oflexpg the
technology such as acceleration sensors were wsed problem. So far actions are mainly categorical amnolst
identifying group activity patterns during office approaches are classification using simple features
scenarios. Modern object recognition techniques can providectmu

b) Vision-based activity recognition: - It is a veryfunctionality in controlled environments. Simulatioof
important and challenging problem to track anchuman object recognition capabilities is a long wéy The
understand the behavior of agents through viddanta basic recognition strategy is to utilize a databdlsere
by various cameras. The primary technique emplaged viewed as an associative memory) of key featurdseeliched
computer vision. Vision-based activity recognitibas in local contexts, which is organized so that ascéa an
found many applications such as human-computamknown key feature evokes associated hypothesethdo
interaction, user interface design, robot learniagg identity and configuration of all known objects thaould
surveillance, among others. Scientific conferencebave produced such an embedded feature.
where vision based activity recognition work often A fundamental component of the approach is the afse

appear are ICCV and CVPR. distinctive local features we cdleys. A key is any robustly
extractable part or feature that has sufficieniimfation
5. Pattern Matching content to specify a configuration of an associatgéct plus

enough additional, pose-insensitive (sometimesdatemi-
invariant) parameters to provide efficient indexifidpe local
context amplifies the power of the feature by pdowy a
means of verification. To find an object of known
characteristics in a scene, that is to answer tiestopn of the
form "where is the dog in this image?", the sanaeedure is
followed, except that key feature matches areréitieon the
basis of whether the came from a view of a dogs Blstually
provides a rather powerful mechanism for partiatigexed
retrieval, since the filtering can occur on any bamation of
attributes that we care to associate with the feafieither in
the database, or from the image.
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