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Abstract 
This paper presents a novel mobile application for the implementation on Android 

mobile devices of a photo treasure hunt. GeoPhotoHunt (GPH) provides services for 

creating/playing a photographic treasure hunt as a guide for city visiting or for 

recreational purposes. The application uses computer vision algorithms executed 

onboard to quantify similarity between the picture captured by the phone camera and the 

correct image, without requiring a remote server and an internet connection: this is a 

main requirement for tourists who often pay a lot of money for international data 

roaming. Both creation and playing phases are performed on the mobile device in order 

to facilitate the use on site. The image recognition module on the mobile device manages 

the feature extraction and the calculation of similarity to the stored objects. In this paper 

we report a rather broad analysis of existing works in the domains of location-based 

pervasive games applications and image recognition using limited resources. Moreover, 

in order to select the best image similarity method, we perform a wide comparison of 

descriptors used to represent images and measures used to evaluate their similarity. Our 

experiments carried out on 7 image datasets prove that the system is efficient and robust 

in comparing images with different characteristics. 

1. Introduction 

A photo treasure hunt is an adventure game where the players have to find locations or 

places using a sequence of clues and provide a picture to verify the acquisition of the 

treasure. 

A photo treasure hunt played with the support of a digital device is a pervasive game 

[1], where the game experience is extended into the real world thanks to mobile 

technologies and may change on the basis of a player’s position and actions. As a 

treasure hunt is location-dependent, it can also be classified as a location-based game [2], 

where players move around the territory and retrieve clues by visiting certain places in 

order to fulfil the game’s requirements. 

During the past years, location-aware and pervasive games have obtained growing 

success, and several new outdoor games have been released. Geocaching [3], for 

example, is an outdoor treasure-hunting game in which the players use GPS to seek 

containers (called "geocaches") previously hidden somewhere in the world. 
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Geocatching
1
, Opencatching,

2
 etc.). A similar and older 

game is Letterboxing, an outdoor game which combines 

elements of orienteering, art, and problem-solving. Treasure 

trails are a variation on the theme of a treasure hunt, in which 

participants follow a set of directions and discover clues to 

help to address a riddle. 

Another class of mobile applications that exploit map 

navigation are tourism applications, designed to offer a 

guided tour of a city. Planning a travel itinerary is a hard task 

for tourists, who usually benefit from different sources of 

information, such as maps, travel guides, travel sites, and 

blogs. Several applications have been recently designed to 

help tourists in planning a complete city tour that best covers 

major points of interest in the time planned for travel (i.e. 

VISITO Tuscany [4], WhaiWhai, Picture Geo Hunt). 

In this paper a novel application for the development of a 

photo treasure hunt game for mobile devices is presented, 

which is substantially different from all existing application. 

Differently from all the above applications, where the 

clues that guide the search in general consist of the GPS 

coordinates of the place where the tag to be discovered is 

hidden and the achievement of the goal is simply reaching 

the designated place (without any supervised control), GPH 

is a photographic treasure hunt that requires users to take a 

picture to complete a task. As urban games are becoming 

more and more popular in Italy and worldwide, we design an 

application to manage an urban game played by taking 

photos of remarkable places. In such a game the presence of 

the player in the given location is not enough: the player has 

to take a photo of a given landmark to prove that he/she has 

solved the clue. GPH can be used to design city tours where a 

tourist is invited to walk along a path (possibly optimized by 

the designer) in order to discover the main points of interest 

in a city. 

GPH implements on mobile devices a photographic 

treasure hunt and makes available the following services: 

a) Creation and implementation of a photographic 

treasure hunt consisting of a sequence of textual or 

visual clues to which the player is called to answer in 

order to solve the present clue and access the next clue. 

Each clues is based on a riddle, a question, or some 

simple wordplay to be solved in order to reach a place 

on a map. The solution is in the form of the geographic 

coordinates of the place to be reached and a picture of 

the subject to be photographed. The solution can be 

complemented by tourist information to make the visit 

more interesting. 

b) Playing the game using a mobile device (possibly not 

connected to the internet). During the photo treasure 

hunt, the player uses his/her mobile device to answer 

the clues providing solutions in the form of geographic 

coordinates detected by the GPS sensor and pictures 

taken by the device camera. The system verifies the 

                                                             
1 http://www.geocaching.com/ 

2 http://www.opencaching.com/ 

accuracy of the answer to go on with the next clue and 

provides aids/suggestions if required. The game can be 

played in offline mode since all the information related 

to a hunt is loaded into the device’s memory. 

The proposed application is based on content-based image 

similarity and uses computer vision algorithms executed 

onboard with the aim of quantifying image similarity 

between the picture captured by the phone camera and the 

correct image, without requiring a remote server and an 

internet connection. Please note that this is a main 

requirement for tourists who often pay a lot of money for 

international data roaming. 

Computer vision is the science that aims at understanding 

the content of images or other complex data acquired by means 

of different kinds of devices and sensors. Computer vision is a 

research area that has been widely studied the past several 

decades, but now the growing diffusion of mobile devices with 

their high processing capabilities and powerful sensors like 

cameras, GPS, and compasses has renewed interest in this 

field; because of their growing ubiquity and capabilities, 

smartphones and tablets have turned out to be an ideal 

platform for computer vision applications [5]. In this work, a 

new project that combines mobile devices and computer vision 

algorithms is proposed that exploits the high computational 

power of modern devices to perform image processing 

onboard: the image recognition module on the mobile device 

manages the image acquisition, the feature extraction process, 

and the calculation of similarity measures to the stored objects 

(which are saved in the form of a set of descriptors). 

In this paper we also report several experiments carried out 

in order to select the best method for evaluating image 

similarity. In the literature, there are several descriptors used 

to represent images and several similarity measures used to 

evaluate their similarity. Our experiments are aimed at 

comparing descriptors and measures for the instance 

recognition task, i.e. the task of assessing whether two 

images depict the same subject. This question must be 

answered without a training phase because the target images 

are not known a priori. To accomplish this goal, we perform 

experiments according to an ad hoc testing protocol that is 

quite different from those used in landmark recognition or 

object recognition. Our experiments, performed on seven 

datasets, prove that the image recognition system 

implemented in our application is efficient and robust in 

comparing images with different characteristics. 

The arrangement of this paper is as follows. In section 2 

related work is provided. In section 3 the architecture of the 

proposed system is described. In section 4 the 

implementation of the computer vision component is 

detailed, and in section 5 experiments on several benchmark 

datasets are discussed. In section 6 conclusions are drawn 

and future research directions are suggested. 

2. Related Works 

In the literature there are two classes of works related to 
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this application: (i) studies aimed at planning complex routes 

that exploit the potential of mobile devices to increase the 

quality of the end-user expertise in the context of educational 

or recreational activities and (ii) studies aimed at 

implementing some computer vision activities directly on 

mobile devices. 

2.1. Location-aware Applications 

Due to their small size and high portability, mobile devices 

are well suited to be used to explore museums, zoos, or 

historic heritage places and to guide visitors in their tours [6]. 

The continuously evolving technology brings new 

generations of mobile devices year by year, making them 

more powerful and more feature-rich: GPS sensors and high-

resolution cameras increase the potential to utilize modern 

smartphones in outdoor activities, like location based games 

[7] or treasure hunt games [8]. 

Mobilogue (“MOBIle LOcation GUidancE”) [7] is a 

framework for authoring and running mobile scenario-guided 

trips based on locations that contain information about the 

location, optionally a quiz and multimedia data. CityTreasure 

[8] is a client-server game designed to help players to visit a 

city focusing their attention on a specific touristic issue (e.g., 

the cultural heritage field). It is based on textual clues and 

supported by SMS mobile technologies. 

Treasure-HIT [9] is a mobile application that implements a 

treasure hunt game. The creation tool allows users to prepare 

the hunts, which are then shared through a repository and can 

be run on mobile phones by means of GPS based activities 

and tasks and feedbacks from the players. Although this 

project is much related to GPH, it does not use photo clues 

and does not provide a content-based image similarity 

module to perform image recognition. 

Another application for game-based city tours is presented 

in [10] where a framework for authoring and sharing 

complex tours is proposed. These tours allow tourists to 

explore new interesting sites in an exciting way: moving 

from station to station, users are requested to answer short 

questions or learn interesting details. 

Snap2Play [11] is a mobile game inspired by the popular 

card game “Memory” where players are asked to match a 

pair of identical cards: a given image of a scene in the real 

world proposed by the system to a query image proposed by 

the user. Cards are matched with a scene identification engine 

which is located on an external server. 

As tourism applications are concerned, the following 

works are somewhat related to GPH: 

a) VISITO Tuscany [4] is an application which offers an 

interactive and customized advanced tour guide service 

to visit the cities of art in Tuscany. Specifically, the 

application focuses on offering personalized tours 

based on user interests, detailed information describing 

monuments related to user profiles, and information 

sharing in social networks. Unfortunately, the 

application requires an internet connection to work; 

therefore, it is useless for foreign tourists who usually 

have no 3G connection. 

b) WhaiWhai
3
 is an online game that allows the player to 

visit a city around the world in an unconventional way: by 

solving puzzles and discovering original stories. It is a 

collection of interactive guidebooks written to move the 

tourist away from the beaten tourist track through a 

collection of short stories about fascinating places. A 

mobile application is available which allows users to play 

in loco as well as in the comfort of their own homes. 

c) Picture Geo Hunt
4
 is a mobile GPS treasure hunt game, 

whose goal is to find the location of a picture using hints 

such as the direction or the distance to the picture. The 

pictures themselves are taken from the Panoramio 

database. 

A crucial issue in most existing systems is the awareness of 

the user’s location. While outdoor systems like Treasure-HIT 

can rely on GPS to detect the exact location, many projects 

aimed at including indoor activities uses alternative techniques 

such as WiFi [12], object recognition [13] [6] [14], RFID tags 

[15], and QR codes [7]. The advantage of GPH is the possibility 

of working in absence of GPS signals and an internet 

connection, thanks to the image recognition technology. 

2.2. Computer Vision Applications 

As the computational power of the smartphone and tablet 

has been rapidly increasing the last few years, several 

researchers have focused their attention on the design of 

computer vision systems for mobile devices, where the 

presence of built-in cameras and network connectivity make it 

increasingly attractive for users to take pictures of objects and 

then obtain relevant information about the object 

photographed. The efficiency, robustness and distinctiveness of 

image descriptors are critical to the user experience and to 

achieve real-time performance on a mobile device; however, 

existing descriptors and classification approaches are often too 

computationally expensive to perform on smartphones and 

tablets and are not sufficiently scalable and distinctive to gain 

high recognition accuracy in a wide range of applications. 

For these reasons, most proposed applications for mobile 

devices focus on a single problem (i.e. landmark 

classification, object recognition [16], or face recognition) 

and use the device only for image acquisition, utilizing 

existing server-side engines to perform the search. A system 

based on images and text is proposed in [17], where images 

are first searched on the web, then text that is extracted from 

webpages is used to query a text search engine. In [18] a 

detection system for images of buildings acquired by a phone 

camera is proposed: the search engine is server-side and is 

based on the i-SIFT descriptor [18]. The first applications 

performing image recognition onboard are related to face 

recognition [19] and landmark recognition [20] [21]. In [22] 

an efficient coding of SURF descriptors suitable for mobile 

devices is proposed, and a comparative study of lossy coding 

schemes operating at low bitrate is carried out. In [23] a 

landmark recognition approach is proposed which performs 

                                                             
3 http://www.whaiwhai.com/ 

4 https://play.google.com/store/apps/details?id=pk.games.PictoGeoHunt 
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comparisons on the client, but requires a connection to the 

server in order to download appropriate models on the basis 

of GPS coordinates. An outdoors augmented reality system 

for mobile phones is proposed in [24] where images acquired 

by the camera on a mobile phone are matched on board 

against a database of location-tagged images using a robust 

image retrieval algorithm based on SURF descriptors [25]. In 

this application the connection to the server is required in 

order to continuously update the database of surrounding 

objects to reflect changes in the environment (according to 

proximity to the user). Recently a mobile client for the 

Lucene CBIR has been proposed [26] that uses GPS 

coordinates and a server-side image recognition module to 

recognize images acquired by the users. The trend in this 

field is to use new or existing descriptors capable to ensuring 

high efficiency, robustness, and distinctive power. For 

example, in [27] a binary descriptor called Learning-based 

Local Difference Binary (LLDB) is proposed that directly 

computes a binary string for an image patch using simple 

intensity and gradient difference tests. 

The image recognition module in GPH does not require a 

search on a large database since it is designed to perform a 

simple instance recognition, i.e. to evaluate whether the acquired 

image and the reference image depict the same subject. 

3. The Proposed System 

3.1. Game Rules 

The goal of the hunt game is to complete all the clues of a 

photo treasure hunt in the shortest time and with the highest 

score. The hunt is defined by its author as a list of clues that 

should be solved sequentially or in a random order: this is an 

author’s choice and depends on the type of game. In the first 

case the author decides the path and in the second case the 

user can decide the shortest path. A clue is characterized by a 

question and is identified by a location, a photo, and a short 

description. A clue is considered solved if the user is in the 

correct location (evaluated by computing the distance of 

his/her GPS coordinates and the clue’s location) and whether 

he/she has taken a photo of the searched object (evaluated by 

computing the similarity between the input photo and the 

stored image). In order to take into consideration GPS 

inaccuracy and variations in point of view, illumination and 

position in taking the photo, the two conditions above are 

evaluated using a low threshold. A score is given to each clue 

in consideration of the time taken to its solution, of the 

number of tips required, and of the quality of the answer 

(position and photo). 

A game is created by inserting a question, a location, a 

photo, and possibly some tips for each clues. A game starts 

when the player opens the first clue and ends when the player 

has solved all the clues. After concluding a game, the player 

can upload his score on the server where a leaderboard is 

maintained. Differently from geocaching games, which also 

require identifying and visiting a number of targets, GPH 

does not provide GPS coordinates of the target position, 

which is one of the thing to be discovered to complete the 

clues. Rather the client system only provides the direction 

and the distance to help find the unknown location. 

3.2. System Architecture 

The system is designed according to a client-server 

architecture, where the client is a mobile device and the 

server is a physical machine that stores data about existing 

games and highest scores. Almost all the work is done on the 

client, both for the creation phase and the playing phase. A 

graphical schema of the software architecture is reported in 

Figure 1. Both the game authoring and playing are performed 

on the client: a local database is used to store the data of each 

game and the local CBIR module performs feature extraction 

and similarity calculation for the photo images. The server 

stores downloadable games and high scores in its database. 

The registration and connection to the server is needed only 

to interact with the community of players (upload/download 

new games, insert/view scores). 

 

Figure 1. Software architecture. 

3.3. Client Application 

The client application, designed for Android platforms, is 

the core of the system and performs the following tasks: 

a) Game authoring: it allows the user to create a photo 

treasure hunt by inserting a list of clues. Each clue is 

defined by a position (acquired by GPS or selected on a 

map), a question, a photo and, optionally, some tips. The 

CBIR module inside the client performs feature 

extraction from the photo and the visual descriptors are 

stored with other data in the local DB (Figure 1). An 
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UML class diagram of the hunt is illustrated in Figure 2. 

b) Game play: it allows the user to open a clue, to read the 

question, to use the compass to drive the search, to ask 

for tips and to give an answer in the form of a photo. 

The playing phase is designed to work without 

requiring internet connection. The system evaluates the 

answer according to: (i) distance between the clue and 

user position, (ii) orientation of the user to the target, 

(iii) similarity between the captured image and the 

stored image. The image similarity is evaluated as a 1:1 

matching by the internal CBIR system. 

The class diagram in Figure 2 shows the structure of a 

treasure hunt: the main information such as length, difficulty, 

and name resides in the main class (class PhotoTresureHunt) 

while the clues (class Clue) are connected to one treasure 

hunt. Each clue is provided with one to three tips (class Tip). 

The features (class Features) are part of the class Clue and 

contain the descriptors extracted from the image provided as 

a solution (the image is not stored unless it is given as a tip). 

A local database (SQLLite) is used to save the main 

information of each treasure hunt on the device. The client 

application has the following hardware requirements: GPS, 

gyroscope, magnetometer (to detect user position) and camera 

(to take a photo); the internet connection is required to view 

maps in the authoring phase and for the connection to the server. 

 

Figure 2. UML class diagram of the treasure hunt client application. 

In Figure 3 and 4 some screenshots of the client application are reported. 

New  hunt Next

Add location

Create Create Clue

EndCreate

Save location

Add 

tip

Tip added

Text Image

 

Figure 3. Screenshots of the client application for the game authoring phase. 
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Play a clue

Hunt 

completed

Ask tip

Select hunt

OK
Send photo

 

Figure 4. Screenshots of the client application for the game playing phase.

3.4. Server Application 

The server application supports the management of an 

online community of players in order to share hunts and 

scores. The user registration on the server is not mandatory to 

use the client and authoring/playing games. In particular the 

server offers the services of: 

a) Registration and login 

b) Cloud storage: a user can share a hunt by uploading the 

hunt to the server. Each hunt is assigned a unique “id”, 

stored in its own directory and its main data are added 

to the server DB. Other registered users are allowed to 

search and download stored hunts. 

c) Scoreboard: when a player completes a treasure hunt 

he\she can choose to share his\her score with other 

players. 

The server is composed by a DBMS MySQL and a Web 

Server; the communication between client and server is 

performed according to the HTTP protocol to send requests 

about existing hunts and scoreboards. The upload/download 

functionality is implemented using PHP scripts and the JSON 

protocol for the exchange of data (Figure 5). Each treasure 

hunt is composed of a file with the extension.gph containing 

a serialization of the data detailed in Figure 2 and a folder 

where the image tips (at low resolution) are stored: all these 

files are compressed in a single zip file. 

 

Figure 5. JSON format for data exchange between client and server. 

The PHP script that provides the service of uploading 

treasure hunts has the following functions: when a new hunt 

is required to be uploaded, the script first checks the user 

authentication and ensures the hunt is not already in the 

database. Then the JSON data received via POST is saved in 

the DB and the “.zip” file is loaded and saved in a new 

directory. Finally the server informs the client about the 

outcome of the operation. 
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4. Computer Vision Component 

The computer vision module consists of: 

a) Data acquisition: performed by the device camera; 

b) Feature extraction: characterization of an image by 

descriptors, possibly with high discriminating 

capability and robustness to object variations. 

c) Matching: evaluation of the similarity among 

descriptors of the acquired image and the reference one 

in order to recognize that two images, as are 

represented, are the same. 

Typical descriptors used for assessing image similarity are 

based on color, shape, texture, and spatial layout to represent 

the image by multi-dimensional feature vectors. The 

matching step involves the definition of similarity/distance 

functions between the feature vectors of two images, which 

can be used to assess similarity, to rank a database of images 

according to their similarities to the query image or to 

perform a classification task. 

Early descriptors, used in the first computer vision systems 

as QBIC [28] and Nextra [29] were related to global features 

based on image color, texture, and shape. 

Color is one of the most important properties identified by 

human vision; therefore, color descriptors have a great 

importance in the literature. A taxonomy [30] of color based 

approaches divides the proposed methods into: (i) global 

approaches, which consider the image color information 

globally, without encoding information about the spatial 

distribution of colors (e.g. the global color histogram [31] 

and the cumulative global color histogram [32], (ii) fixed-

size region approaches, which extract color information 

locally from regular cells of fixed size, at the cost of 

generating larger feature vectors (e.g. local color histogram 

[31]); (iii) segmentation-based approaches, which are similar 

to the fixed-size region approaches except for the fact that 

they divide an image into regions that may differ in size and 

quantity via a clustering algorithm (e.g. color-based 

clustering [33]), thereby introducing extra complexity to the 

extraction process. 

Texture is an important property that characterizes the 

spatial arrangement of colors or intensities in an image. 

Texture can be analyzed considering the value of attributes as 

roughness, contrast, directionality, regularity, and coarseness, 

and can be evaluated in a neighborhood of pixels. A 

taxonomy of texture-based approaches divides the proposed 

methods into: (i) statistical analysis, based on the extraction 

of statistical measures from co-occurrence matrices (e.g. 

Haralick [34]); (ii) geometrical methods which analyze 

textures by “texture elements” or primitives (e.g. [35]); (iii) 

model-based methods which rely on the construction of 

image models (i.e. a dark spot, an horizontal transition, 

corners, and lines) used to describe a texture (e.g. local 

binary patterns [36]); and (iv) signal processing methods, 

which use filter responses to characterize textures (e.g. Gabor 

Filters [37]). 

The shape of objects is also often used for image 

comparison. Most methods for representing shape can be 

divided into two groups: (i) contour-based descriptors, which 

only employ shape boundary information obtained by various 

signatures, Fourier descriptors or wavelet descriptors (e.g. 

histogram of oriented gradients [38]); (ii) region based 

descriptors, which make use of all the pixel information 

across the shape region, for example, in terms of simple 

geometrical parameters, such as area or compactness (e.g. 

Zernike moments descriptors [39]). 

Around 2000 newer descriptors were proposed based on 

feature extraction at keypoints. The idea of this approach is 

to detect salient image regions (keypoints) such that they are 

detectable despite changes of viewpoint, scale, illumination 

and to use a compact descriptor to capture the most important 

and distinctive information around the keypoints (e.g SIFT 

[40], ORB [41]). 

More recently a large consensus has also emerged for Bag 

of Features (BoF) [42], a method derived from information 

retrieval and based on powerful scale-invariant descriptors 

that are used as a vocabulary to match identical regions 

between images. The descriptor is a vector that counts the 

occurrence of a vocabulary of local image features. The 

disadvantage of this approach is that it requires a training to 

determine the vocabulary. 

It is known that image descriptors and related similarity 

functions are application dependent; therefore, conducting 

comparative evaluation of image descriptors considering a 

typical environment of use is very important in designing a 

computer vision application. In this work we tested several 

descriptors to find the most suitable for this problem, which 

is an instance recognition problem, i.e. we want to determine 

whether the query image represents the same subject of a 

given stored image. 

4.1. Descriptors Tested in This Work 

The state-of-art descriptors/methods evaluated in this work 

are the following: 

1) Histograms of color in RGB and HSV color spaces 

[31]: Global and Local (from 3×3 grid). Color 

histograms are extracted from RGB or HSV color 

spaces in order to describe the number of pixels in each 

range of colors (or bin) independently. Different 

matching functions are used (see experimental section). 

2) Color Coherence Vector (CCV) descriptor [43]: CCV is 

a color-based method similar to the color histogram. 

CCV also considers some spatial features of the image 

by separating coherent pixels from incoherent pixels in 

the histogram. 

3) Histogram of oriented gradients (HoG) [38]: HoG is a 

shape descriptor which characterizes images by the 

distribution of local intensity gradients or edge 

directions. In this work an 18 bin histogram is 

extracted from local regions (5×5 grid). The cosine 

similarity is usually adopted as a matching function. 

4) Perceptual hashing [44]: perceptual image hashing 

maps an image to a fixed length binary string based on 

the image's appearance to the human eye; in a-hash, the 

hash function is obtained from the average of the 
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colors, while p-hash uses a discrete cosine transform 

(DCT) to reduce the frequencies. The Hamming 

distance is used for the matching. 

5) Local Binary Patterns (LBP) [45]: the LBP operator is 

an efficient method for describing texture in 2D. It is 

computed at each pixel of an image by considering the 

differences between grey-level values of a small 

circular neighborhood (with radius R pixels); the final 

descriptor is a histogram of binary codes. In this work 

the standard parameters (R=1; P=8) are used to extract 

the code. 

6) Scale Invariant Feature Transform (SIFT) [40]: SIFT is 

a method for extracting distinctive features from 

images that can be invariant to image scale and 

rotation. The SIFT approach consists of a feature 

detector and a feature descriptor: the detector extracts a 

number of keypoints invariant to (some) variations of 

the illumination, viewpoint, and other transformations, 

and the descriptor extracts a feature vector from the 

region around a keypoint. Thus, differently from the 

methods above, the SIFT descriptor is not a vector of 

fixed size but a variable-length list of vectors. The 

matching procedure is a 1:1 matching of such vectors 

to obtain a global similarity score. 

7) Speeded Up Robust Features (SURF) [25]: SURF 

algorithms is a keypoint based descriptor inspired by 

SIFT but several times faster and more robust than 

SIFT. 

4.2. Similarity Measures Tested in This Work 

After approximating images via feature representations, 

the main task is to find an appropriate function to determine 

similarities among data objects. In the literature [46] several 

similarity measures applicable to different classes of 

descriptors have been proposed, resulting in different 

effectiveness and efficiency. In this work we tested the 

following measures: 

Two of the most used distance function for histograms are 

a) Chi-Square Distance (χ
2
): 

D�h�, h�� = �
� ∑ 
����
����


�����
�����                      (1) 

b) Bhattacharyya Distance (Bha): 

D�h�, h�� = 	�1 − �
�
�����∙
�����∙�� ∑ �h��k� ∙ h��k��   (2) 

where h1 and h2 are the two input histograms of n buckets, 

h(k) is the value of the k
th

 bucket and h� is the mean value of 

the histogram h. Both distances are normalized in the range 

[0..1] and transformed to a similarity measure by S=1-D. 

For HoG descriptors the cosine similarity is used, which is 

a measure of the cosine of the angle between two vectors. 

Please note that this is already a similarity function; 

therefore, it does not need normalization. 

c) Cosine Similarity (Cos): 

S�h�, h�� = ∑ 
����∙
�����
‖
�‖‖
�‖                      (3) 

Where ‖h‖  is the norm of the histogram h. The cosine 

similarity is already defined in the range [0..1]. 

The perceptual hashing approaches use the Hamming 

distance (Ham). The Hamming distance between two strings 

of bits (binary integers) is the number of corresponding bit 

positions that differ. This can be found by using the XOR 

operator. Hamming distance is normalized by the length of 

the string and transformed to a similarity measure by S=1-D. 

Both SIFT and SURF features require a matching 

procedure in order to compute similarity between two 

images, since both descriptors are not a vector of fixed size 

but a variable-length list of vectors. In this work the original 

matching procedures proposed in [40] and [25], respectively, 

have been used to obtain a list of paired keypoints 

( match�f�, f�� ). Then the similarity is evaluated by 

considering both the number of the matched keypoints 

( #match�f�, f���  and the distance between the matched 

keypoints ( ∑ match�f�, f�� ) to calculate the similarity 

measure among two sets of paired feature vectors f1 and f2: 

d) Percentage of matching features (PMF): 

D�f�, f�� = #"#$%
�&�,&��
"'�	�#&�,#&��                       (4) 

e) Weighted Average Matching (WAM): 

D�f�, f�� = ∑ "#$%
�&�,&��
#"#$%
�&�,&���                      (5) 

5. Experimental Results 

In order to select the best method to evaluate image 

similarity, several experiments were conducted on the 

descriptors and similarity measures described above 

(implemented in MATLAB) and tested on several datasets. 

The experimental evaluation of the proposed system has 

been conducted on seven datasets: five datasets of 

landmarks, a dataset of objects taken from different points 

of view and a dataset of images appositely collected for 

the photo treasure hunt task. For the selection of the 

method to be implemented in the computer vision 

component, the retrieval accuracy, the computational cost, 

and the descriptor length are considered as performance 

indicators due to the strict requirements in response time 

and memory capacity. Since our purpose is to select a 

general approach without a dataset-dependent 

normalization, we do not use any kind of optimized or 

trained descriptor/similarity measure. A final experiment 

has been conducted on a mobile device to evaluate the 

effectiveness of the selected method. 

5.1. Datasets 

In Table 1 a summary of each dataset is reported. Due to 

computational issues all images having a size larger than 640 

pixels have been resized, maintaining the aspect ratio, to 640 

pixels. 
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The following 7 datasets have been used: 

a) Mobile Phone Imagery Graz
5
 [18]: this is a dataset of 

buildings collected in the city of Graz, Austria. It 

contains 80 images (640x480 pixels) of 20 buildings, 

with four views for each building. 

b) Caltech Building Dataset
6
 [47]: this dataset contains 

250 high resolution images (2048x1536 pixels) of 50 

buildings around the Caltech campus. Each building 

was photographed from different angles and distances. 

c) Zurich Building Dataset
7
 [48]: this dataset contains 

1005 images (480x640 pixels) from 201 Zurich city 

buildings, with five images for each building taken 

from different points of view. Differences among the 

views include the angle at which the picture is taken, 

with relatively small scaling effects and occlusions. 

The Zurich Building Dataset contains a standardized 

query set consisting of 115 images, which were not 

used in this work since we do not need training data. 

d) Italian Landmarks Dataset
8
 [5]: this dataset contains 

1435 images (of different sizes) from 41 famous Italian 

monuments. For each monument there are 35 images 

with different points of view, scaling, or occlusions. 

e) Sheffield Buildings
9
[49]: this dataset contains over 

3000 low-resolution images of 40 different buildings in 

Sheffield. For each building there are typically between 

70 and 120 photos taken from different points of view 

and under various lighting conditions. These images 

are intended to represent the quality and variety of 

images obtained by hand-held mobile devices for a 

range of weather and time-of-day conditions. 

f) Zurich 53 Object Dataset
10

: this small dataset contains 

265 images (320x240 pixels) representing 53 objects, 

with five images for each object taken from different 

points of view. Differences among the views include 

the angle at which the picture is taken and relatively 

small scaling effects. 

g) Cesenatico Dataset
11

 [18]: This is a self-collected 

dataset of images taken in the city of Cesenatico, Italy. 

It contains 300 images (4096x2304, 2592x1944, 

3264x2448 pixels) of 20 landmarks, with a variable 

number of points of view for each landmark. This 

dataset has been collected ad-hoc to simulate the 

acquisition task performed by game players, therefore 

images have been acquired using three different mobile 

phones in unconstrained conditions and during two 

sessions (one sunny and one cloudy); it is characterized 

by very large intra-class variations. A few samples 

from this dataset are shown in Figure 6 (three images 

for each landmark). 

                                                             
5 Available at: http://dib.joanneum.at/cape/MPG-20/ 

6 Available at: http://vision.caltech.edu/malaa/datasets/caltech-buildings/ 

7 Available at: http://www.vision.ee.ethz.ch/showroom/zubud/ 

8 Available at: http://bias.csr.unibo.it/lumini/download/dataset/ItaLa.zip 

9 Available at: http://eeepro.shef.ac.uk/building/dataset.rar 

10 Available at: http://www.vision.ee.ethz.ch/showroom/zubud/Obj_DB.tar.gz 

11 Available at: http://bias.csr.unibo.it/lumini/download/dataset/Cesenatico.zip 
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Figure 6. Samples from Cesenatico Dataset. 

5.2. Testing Protocols and Performance 

Indicators 

In order to replicate the instance recognition problem 

required by the GeoPhotoHunt project, where the internal 

CBIR system has the task of evaluating the similarity 

between the captured image and the stored one, the testing 

protocol used for experimental evaluation in the above 

labeled datasets is a non-trained 1:1 matching. Each CBIR 

method (intended as descriptor and similarity measure) is 

evaluated measuring its accuracy in a two-class classification 

problem which consists in assessing whether two images do 

or do not belong to the same class (i.e. represent the same 

subject). Each image is matched against all the other images 

of the dataset. 

The two distribution of scores obtained from pairs of 

images from the same class (named “genuine”) and from 

pairs of images from different classes (named “impostor”) 

are good graphical indicators to show how the CBIR method 

“separates” the two classes. Another standard performance 

indicator is the area under the ROC curve (AUC) [50], which 

is used to compare different classification algorithms 

independently of operating points, priors, and costs since it 

does not require a fixed classification threshold. The ROC 

curve is a two-dimensional measure of classification 

performance that plots the probability of classifying correctly 

the genuine samples against the rate of incorrectly classifying 

impostor samples. The AUC is a scalar measure to evaluate 

performance which can be interpreted as the probability that 

the classifier will assign a higher score to a randomly picked 

genuine couple rather than to a randomly picked impostor 

couple. AUC is included in [0, 1] range and should be 

maximized: 1 is the correct prediction, 0.5 is a random 

prediction, and 0 is an inverse prediction. 

Other important factors for an implementation on devices 

are the memory occupancy of the descriptor and the 

computation time for feature extraction and matching. 

Finally in order to compare the CBIR methods across the 

seven dataset the average rank is reported, which measures 

the relative performance of each method in the different 

classification problems. 

5.3. Method Selection Experimental Results 

In Table 2 the experimental results obtained using the 

descriptors listed in section 4.1 and different distance 

measures (section 4.2) on the seven datasets are reported. 

The following indicators are considered: AUC (in each 

dataset), Rank averaged in the seven datasets, size of the 

descriptor (fixed size for almost all, except SIFT and SURF, 

where the average number of keypoints is reported), and 

execution time in seconds for a single feature extraction and 

matching (evaluated on the Graz dataset, i.e. for images at 

640×480 resolution). The experiments have been carried out 

using non-optimized MATLAB code on a Window 7 Pro 

64bit machine (PC with Intel Xeon CPU E5-1620 v2 @ 

3.70GHz, 64GB RAM). 

Table 1. Summary of characteristics of the seven datasets. 

Dataset Short name N° images N° classes Images/class Resolution 

Mobile Phone Imagery Graz GRA 80 20 4 640×480 

Caltech Buildings CAL 250 50 5 2048×1536 

Zurich Building Dataset ZUB 1005 201 5 640×480 

Italian Landmarks Dataset ITA 1400 40 35 Variable 

Sheffield Buildings SHB 4178 40 35-334 160×120 

Zurich 53 Object Dataset ZOD 265 53 5 320×240 

Cesenatico Dataset CES 300 20 9-24 Variable 
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Table 2. Experimental results on the seven datasets. 

Method Dataset (AUC) Rank Size Time 

Descriptor Distance GRA CAL ZUB ITA SHB ZOD CES avg avg(*) FE M 

Global 

RGB Histogram 

χ2 0.851 0.877 0.942 0.598 0.758 0.835 0.686 13.0 
24 0.009 0.000 

Bha 0.850 0.879 0.942 0.594 0.748 0.838 0.684 13.1 

Global 

HSV Histogram 

χ2 0.835 0.932 0.968 0.629 0.810 0.841 0.676 9.3 
24 0.015 0.000 

Bha 0.834 0.934 0.967 0.625 0.810 0.842 0.675 9.4 

Local 

RGB Histogram 

χ2 0.886 0.913 0.943 0.632 0.777 0.803 0.732 10.1 
216 0.048 0.000 

Bha 0.880 0.915 0.942 0.624 0.767 0.803 0.724 11.4 

Local 

HSV Histogram 

χ2 0.879 0.953 0.964 0.662 0.816 0.833 0.753 6.3 
216 0.070 0.000 

Bha 0.876 0.954 0.961 0.655 0.812 0.829 0.745 7.3 

CCV 
χ2 0.878 0.878 0.953 0.616 0.744 0.848 0.689 11.4 

54 0.249 0.000 
Bha 0.893 0.871 0.950 0.616 0.746 0.853 0.680 11.3 

HOG Histogram Cos 0.738 0.890 0.895 0.728 0.805 0.760 0.809 11.3 450 0.017 0.000 

a-hash Ham 0.781 0.829 0.863 0.603 0.637 0.713 0.660 17.6 1 0.005 0.000 

p-hash Ham 0.688 0.712 0.797 0.576 0.588 0.691 0.608 19.0 1 0.005 0.000 

LBP 
χ2 0.794 0.889 0.890 0.655 0.798 0.769 0.726 12.2 

256 0.032 0.000 
Bha 0.792 0.889 0.890 0.655 0.797 0.768 0.725 13.1 

SIFT 
PMF 0.999 0.953 0.979 0.771 0.905 0.825 0.840 4.1 

1522(*)×128 0.552 0.260 
WAM 1.000 0.959 0.981 0.786 0.920 0.838 0.869 2.1 

SURF 
PMF 0.995 0.929 0.972 0.758 0.815 0.806 0.800 6.0 

899(*)×64 0.115 0.015 
WAM 0.997 0.960 0.983 0.784 0.844 0.899 0.852 1.9 

 

From the experimental results reported in Table 2 the 

following conclusions can be drawn: 

a) The descriptors based on keypoints (SIFT, SURF) 

provide the best performance among the tested features 

in all the classification problems, and the WAM 

similarity measure is the most suited for these 

descriptors. Unfortunately, they have the big drawback 

of requiring high storage space and high computational 

costs. For this reason they are usually combined with a 

bag-of-feature approach [42]; however, in this work we 

did not test bag-of-feature approach since it requires a 

training phase that is not available for this instance 

recognition problem. 

b) Perceptual hash representations (a-hash, p-hash) have 

the great advantage of a compact representation and 

fast matching, but they are more suited to such tasks as 

“find duplicates in a collection of images” than to 

determining image similarity. 

c) In our experiments both texture and shape descriptors 

(HOG Histogram and LBP) are outcome by color 

descriptors in almost all the datasets. 

d) Color descriptors perform quite well in almost all 

dataset, with a low computational time and a compact 

representation. By comparing the results it is evident 

that Local HSV Histogram gives the best trade-off 

between performance and computational requirements; 

therefore, this is the approach selected to be 

implemented in the computer vision module of the 

GeoPhotoHunt project. 

In Figure 7 the Genuine-Impostor distributions are 

reported for the Zurich Building Dataset (which is the dataset 

containing the larger number of classes). The curves related 

to other datasets are quite similar and have not been reported 

for the sake of space. 

The ROC curve of the best performing approaches (at least 

one descriptor for each class is included, coupled to its best 

similarity measure) are compared in Figure 8: the orange and 

blue curves denoting global and local HSV histograms are 

overcome only by SIFT and SURF. 

 

Figure 7. Genuine (red)-Impostor (blue) curves in the Zurich Building Dataset. 
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Figure 8. ROC curve of best approaches in the seven datasets. 

5.4. Experiments on a Mobile Device 

The previous experiments were aimed at selecting the most 

suited method for this image similarity problem, in this 

experiment we evaluate the effectiveness of the selected 

approach, i.e. local HSV histograms coupled to the Chi-
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Square Distance. The experiment has been carried out using 

the Cesenatico Dataset which has been dedicatedly collected 

for this problem. One image per class (20 images in total) has 

been selected as stored (reference) images for a hunt 

composed of 20 clues, the remaining 280 images are used as 

testing images and compared to all the stored samples. This 

is an unbalanced classification problem, since for each 

reference image there are about 14 positive samples and 266 

negative samples. In such a case accuracy is not a good 

performance indicator, since a high accuracy only reflects the 

underlying class distribution (i.e. accuracy paradox). A good 

performance indicator for this similarity problem is 

sensitivity, which measures the proportion of positives 

samples that are correctly identified. For this application we 

are more interested in that few correct samples are discarded 

(i.e. maximize true positives) than minimizing the number of 

false positives since it is not a real problem if a clue is solved 

by a wrong image. Since sensitivity depends on the 

classification threshold, both sensitivity and specificity (i.e. 

the proportion of negatives samples that are correctly 

identified as such) are reported as a function of the 

classification threshold in Table 3. According to the result in 

Table 3 we selected 0.65 as threshold for our application. 

Table 3. Experimental results on the Cesenatico dataset. 

Threshold 0.50 0.55 0.60 0.65 0.70 0.75 

Sensitivity 1.00 1.00 0.95 0.85 0.68 0.47 

Specificity 0.02 0.06 0.19 0.41 0.67 0.86 

From the analysis of errors we observed that about the 

80% of classification errors are related to only 5 classes (25% 

of classes). In Figure 9 some samples of correct and wrong 

classification are reported for two reference images (the first 

image in the row is the reference one, the second and third 

are true positive samples and the last two are false negative 

samples). It is clear that most error derives from changes in 

point of views rather the weather conditions. 

 

Figure 9. Error analysis on the Cesenatico Dataset: with blue border the reference images, with green border two true positive samples, with red border two 

false negative samples. 

The experiments have been carried out on a LG Nexus 5 

(smartphone with CPU Quad-Core 2.26GHz, 2GB RAM): 

the feature extraction and similarity calculation process takes 

a computational time lower than 1 sec on the device. 

6. Conclusions 

In this paper a novel application for the development of a 

photo treasure hunt game in mobile devices is proposed. 

Thanks to quick development of mobile devices, a large 

number of people already own smartphones. The 

GeoPhotoHunt project provides an attractive way to visit 

cities by means of a photographic treasure hunt using images 

captured by the mobile camera of the smartphone. GPH 

makes available services for the creation and the 

implementation of a photographic treasure hunt and for 

playing the game using a mobile device possibly not 

connected to internet. The possibility of playing “offline” is 

very attractive for foreign visitors in order to avoid the 

payment of high roaming costs. 

The application uses computer vision algorithms executed 

onboard (thus not requiring an external server to perform 

visual matching) with the aim of evaluating the degree of 

goodness of a photo given as a solution to a clue. In order to 

select the best method to evaluate image similarity, several 

experiments on seven different datasets have been performed 

which allowed a selection of a method with the best trade-off 

between computational cost and performance. 

We performed experiments on 7 different datasets to 

compare descriptors and similarity measures for the instance 

recognition task, i.e. the task of assessing whether two 

images depict the same subject. This question must be 

answered without a training phase because the target images 

are not known a priori, therefore our testing protocol is based 

on 1:1 comparisons in a two-class classification problem 

which consists in assessing whether two images represent the 

same subject. Each image is matched against all the other 

images of the dataset. Our experiments prove that the Local 

HSV Histogram performs quite well in almost all datasets, 

with a low computational time and a compact representation, 

therefore it is well suited to be implemented in the computer 

vision module of the GeoPhotoHunt project. Another 
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experiment conducted on a mobile device confirms that the 

image recognition system implemented in GPH is efficient 

and robust in comparing images with different 

characteristics. 

In conclusion, even if our results confirm that finding a 

single image similarity measure that performs well in any 

application/dataset is yet an open problem, the proposed 

solution prove to grant adequate performance for this 

application. 

As a future work the effectiveness and efficiency of the 

system under more case studies will be tested and analyzed. 
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