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Abstract 
The conventional Fisher linear discriminant analysis was proposed to investigate 

separation between two groups of object. This procedure performs optimally if the 

data set for the two groups is normally distributed and the variance covariance 

matrices are homoscedastic. When these assumptions are violated, the Fisher’s 

technique underperforms. To remedy this deficiency, a supervised learning 

technique based on the Filter linear classification technique is proposed. The 

comparative classification performance of these techniques is investigated via 

Monte Carlo Simulation using data set generated from contaminated normal model. 

The classification results based on the mean of the optimal probability of correct 

classification indicate that both procedures are unbiased. Although, the analyses 

revealed that the Filter technique is robust and admissible over the Fisher’s method. 

1. Introduction 

The Fisher linear discriminant analysis (FLDA) [1] was introduced when it was 

applied to study the Iris data set for two groups. The coefficient of the Fisher’s 

technique can be computed if the sample size is greater than the sample size 

dimension. This procedure assist in gaining information regarding the separation 

between the two groups with regards to the within group centroid and the 

contribution of the profile variables[2, 3].  It is a dimension reduction technique and 

belongs to the class of supervised learning technique[4]. The basic assumptions of 

the FLCA are homoscedasticity of the covariance matrices and normality of the 

data set. From now on, the term classification is used in place of discrimination 

since the focus of this paper is classification. The FLCA technique performs 

optimally if the above assumptions are satisfied. Conventionally, the FLCA 

procedure was proposed for two groups. However, it has been generalized to more 

than two groups. During the mid 1960’s researchers opined that separation and 

estimation be included as part of the objective of the FLCA [5]. It is the suggestion 

of this author to state that without separation the coefficient of FLCA is infeasible.  

The coefficient of the FLCA is computed based on the difference between the 

within group mean vectors and pooled covariance matrix. These sample statistics 

are the building blocks of most classical multivariate techniques including the 

FLCA but are sensitive to influential observations [6-14]. The sample mean vectors 

and covariance matrices computed based on data set generated from a multivariate  
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normal distribution enhances the performance of the FLCA 

maximally [15, 16]. On the other hand, if the data set are 

not drawn from a multivariate normal distribution, the 

sample statistics computed are influenced by influential 

observations hence when these sample statistics are applied 

to develop the FLCA, the misclassification rate for the 

FLCA tends to increase maximally[17]. Due to the 

aforementioned, this paper focused on supervised learning 

technique to filter the influential observations and hence 

enhancing robust performance when the data set are not 

normally distributed. The sample statistics of this technique 

is computed based on the filtered sample observations 

derived by comparing the values of the Mahalanobis 

distance with a fixed constant. This method is called the 

filter linear classification rule (MYROB) and it is a 

dimension reduction technique that encompasses filtered 

sample data[18]. This technique like the Fisher’s approach 

can be applied to numerous fields of study. Both the FLCA 

and MYROB techniques are supervised learning techniques. 

This paper is organized as follows. The conventional 

Fisher linear classification analysis is described in Section 

two. The filter linear classification rule (MYROB) is 

contained in Section three. Simulation and conclusion is 

contain in Sections four and five respectively. 

2. Fisher Linear Classification 

Analysis (FLCA) 

The sample mean vectors and covariance matrices are 

computed from the training samples. These sample 

statistics are applied to learn the Fisher linear classification 

rule. Based on the information provided by the Fisher 

linear classification rule via the training or validation 

sample, the objective is to classify an observation as 

belonging to one of the two groups accurately. The Fisher 

linear classification analysis [1] for two groups problem is 

defined mathematically as follows, 

,= q xTc                                 (1) 

where q  denote the Fisher linear coefficient, x is the 

sample observation and c  denote the Fisher’s classification 

sore, a scalar. The following equation in comparison with 

the classification score allows an observation to be 

assigned to the correct group, say, 
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Where c  denote the midpoint and ix  is the within 

group mean vectors. The computation of the Fisher linear 

coefficient is possible if the group means are unequal. This 

condition is vital to enable separation, classification and 

discrimination feasible. The Fisher’s coefficient  

maximizes the “between” group variability relative to the 

“within” group variability [4]. 

The comparison between the classification score and the 

midpoint defines the linear classification rule. The Fisher 

linear classification rule is obtained by comparing the 

classification score with the classification midpoint. The 

allocation rule is based on Equations (1-2). An observation 

is assign to group one if the classification score is greater 

than or equal to the midpoint otherwise the observation is 

assign to group two if the classification score is less than 

the midpoint. 

3. Filter Linear Classification Rule 

(MYROB) 

This technique involves computing the classical 

estimates, filtering the data set, then computing the filtered 

mean vectors and covariance matrices using the weighted  

sample data set[18]. The filtered sample means and 

covariance matrices are applied to develop the filter linear 

classification method. This procedure is based on the 

following steps: 

Step 1 requires the computation of the Mahalanobis 

distance and then comparing the values with a fixed 

constant. This process yields the weighted values w  for 

the respective groups. 

Step 2 the sample observations is transformed by pre-

multiplying the weighted values by the sample observations. 

This process yields the filtered sample observations, say;   

, 1, 2, 1,2,.., .= = =x
ij i ij i

d w i j n               (3) 

Step 3 the filtered sample data set is used to compute the 

sample mean vectors, covariance matrices and pooled 

covariance matrix defined as follows,  
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where in  is the sample size of the filtered sample 

observations and 

1

( )( )

,
( 1)

=

− −
=

−

∑ x x

S

in
T

ij i ij i

i

i

i

d d

n

 

2

1

2

1

( 1)

.

2

=

=

−
=

−

∑

∑

S

S
i i

i
pooled

i

i

n

n

 

Step 1 to Step 3 is applied to formulate the filter linear 

classification rule. The linear classification score for this 

approach is described mathematically as, 
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1 2, .′= = = −x x x x
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The midpoint is described mathematical as  

1 2

4
, .

8
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hdk
g fdu hdk              (6) 

The classification rule for the MYROB[19]  is 

formulated as follows; 

≥g g                                       (7) 

The implication of Equation (7) is that an observation in 

group one is correctly assigned otherwise is assigned to 

group two if the following equation is satisfied .g g<  

4. Simulation 

The simulation is designed to investigate the effect of 

contamination on these supervised learning linear 

classification techniques. The Monte Carlo simulation is 

conducted for three sample sizes (small, medium and large). 

The objective of this section is to investigate the 

comparative performance of these techniques when the 

assumptions of the FLCA are violated. The mean of the 

optimal probability of correct classification is used as the 

performance benchmark to determine robustness as against 

the mean probability of correct classification obtained from 

each technique. The mean probability of correct 

classification is plotted against the proportion of 

contamination. The proportion of contamination is the 

percentage of contaminated normal data set introduced to 

contaminate the normal data set. The idea is to investigate 

the effect the fraction of contaminated normal data has on 

the performance of these techniques.  

For each simulation, the sample size was divided into 

two categories, training (60%) and validation (40%), 

respectively. The data set was randomly generated based on 

the contaminated normal model. This model stipulates that 

large proportion of the data set is generated from the 

normal distribution and the other fraction is generated from 

the contaminated normal distribution, both proportions 

were added and randomly reshuffled using the uniform 

distribution. The mean probabilities of correct classification 

are based on 1000 replications. In this experiment, the 

proportion of contamination is set as follows: 10, 15, 20 

and 25 respectively. The performances of these techniques 

are shown in the figures below.  

Based on Figure 1, the misclassification rate for the 

FLCA was higher than that of the MYROB, this indicates 

that the MYROB technique is robust and admissible over 

the FLCA for the small sample size
1 2( 30, 2),n n p= = =  

where p is the sample size dimension. The mean of the 

optimal probability for the small sample size is 0.9998. 

Though, the analysis revealed that as the proportion of 

contamination increases, the misclassification rate 

increases more for the FLCA than the MYROB. 

The mean of the optimal probability of correct 

classification for the medium sample size 

1 2
( 50, 3)n n p= = = is 0.9982. As shown in Figure 2, the 

misclassification rate for the MYROB technique is 

minimum compared to the FLCA technique. This also 

revealed that MYROB is robust and admissible over the 

Fisher’s approach. 
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Figure 1. Effect of proportion of contamination on mean probability of 

correct classification. 
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Figure 2. Effect of proportion of contamination on mean probability of 

correct classification. 

The mean of the optimal probability of correct 

classification for large sample size 
1 2( 100, 5)n n p= = =  is 

0.9949. In this analysis, both techniques performed 

comparable up to 15% contamination but as the proportion 

of contamination increases, the MYROB outperformed the 

FLCA technique. 
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Figure 3. Effect of proportion of contamination on mean probability of 

correct classification. 

5. Conclusion 

The Monte Carlo simulation revealed that the MYROB 

procedure and the Fisher’s technique are unbiased 

supervised linear classification techniques. The analyses 

showed that as the proportion of contamination increases, 

the Fisher’s technique tends to misclassify more 

observations. On the other hand, the MYROB technique 

tends to reduce misclassification rate. The simulations also 

indicate that for small proportion of contamination both 

techniques tend to perform comparable. The analysis 

illustrate that the MYROB procedure performed better than 

the Fisher’s procedure when the data set is generated from 

the contaminated normal model. The supervised learning 

technique based on the filter linear classification approach 

is robust over the Fisher’s technique for this data set.  
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