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Abstract

It is very necessary to represent arbitrary fumctis a polynomial in many situations
because polynomial has many valuable propertiesuirately, any analytic function can
be approximated by Taylor polynomial. The qualitfy Taylor approximation within
given interval is dependent on degree of Taylorypamial and the width of such
interval. Taylor polynomial gains highly precisepapximation at the point where the
polynomial is expanded and so, the farer from spdint it is, the worse the
approximation is. Given two successive Taylor polyimals which are approximations of
the same analytic function in given interval, trésearch proposes a method to improve
the later one by minimizing their deviation so-edllsquare error. Based on such method,
the research also propose a so-called shiftingrigihgo which results out optimal
approximated Taylor polynomial in given interval Hividing such interval into sub-
intervals and shifting along with sequence of thesb-intervals in order to improve
Taylor polynomials in successive process, basettioimizing square error.

1. Introduction to Taylor Polynomial

Given analytic functiori(x) and there exists its+1" derivative, the theorem of Taylor
expansion states th&{x) can be approximated by a so-called Taylor polyiabi(x)
constructed based on high order derivative$(gf with note thatP(x) is expanded at
arbitrary pointx, as follows:

1 1
PG = f(x0) + £ (o) (x = x0) + 5 £ (o) (x = x0)* + -+ + Ef(")(xo)(x = Xo)"

f(n+1)(c) (x — xo)n+1

MCEEN

Wherec is a real number betwearandx, andc can be considered as functionxoff
n is large enough, the final term is very small amaalled truncation error [Burdden
2011 p. 11] denoteR,(X).

D) (= o)

Rn() = 23

When R,(X) is very small, the Taylor polynomial is approxiead by removing
truncate erroR,(x) from it.

1 1
P(x) = f(xo) + f'(x0)(x = x%0) + 5 " (o) (¥ = 20)? + -+ + — £ M (x0) (x — )"
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Therefore, the quality of approximation is firsthgpendent given polynomial. It is necessary to minimigg) to be as
on how large the degreeof Taylor polynomial. On the other small as possible. If the errs(x) is considered as function of
hand, Taylor polynomial gains highly precise apjmation its coefficientsn, f andy, then it is re-written as follows:

at the pointx, where the polynomial is expanded. The farer
from such point it is, the worse the approximatisnThis s(a,B,y) = a@” + a;p* + asy* + asaf + asay +
issues the problem that how to improve quality dfaglor @By + a0 + agf + agy 2)
polynomial in given interval if some other Taylor Of course, equation (2) is the result of equatiby Where
polynomials expanded at different points are kndefore. a,, a,,..., andag are coefficients associating with variablgs
In other words, given two successive Taylor polyiasn g andy. The errors(e, g, y) is convex function because it is
which are approximations of the same analytic fiamcin  quadratic three-variable function and it is lartfem or equal
given interval, how to improve the later one basmd to O for alla, # andy and so it has minimum point'( 5, ).

previous one. The problem is solved by method taimize The polynomialP; (x) = Py(x) + Q(x) has two properties
square error between two successive polynomialsribesl that it goes through pointg andx, with attention thaPy(x)
in next section. andP,(X) is expanded at; andx,, respectively and so we can
infer that:
2. Improving Taylor Polynomial by {Pz(xl) +Q(x;) = Py (1)
P (x2) + Q(x2) = Pp(x3)

Minimizing Square Error

. . . Letb beP —P , h :
Given two successive Taylor polynomids(x) and P,(x) etbbep (x;) = P;(x,), we have

which are expansions of the same analytic funct{gh at Q(x))=0»b

two distinguish pointg; andx,, respectively, it is required to {Q(xz) =0

correct P,(X) so that it is likely thatPy(x) is more

approximated tcf(x). The square erros(x) of P,(X) given When Py(x;) and P,(x,) are totally evaluated and the

P,(x) is the integral of squares of deviations betwBgx) ~ Pelynomial Q() is considered as function. af 4 andy, we
andP;(X) over interval §;, x,] as follows: have two constraints,(a, , y) andhy(a, f, ):

{hl(a'ﬁ')’) =Q(x)—b=xfa+xf+y—-b=0

hy(a, B,7) = Q(x3) =xja+xB+y =0
The errors(a, B, y) is minimized with regard to variables

S andy with two constraint$i(a, g, y) andhy(a, g, y); this is

problem of convex optimization whesfa, 5, y) is convex
frunction andh;(a, g, y) andhy(a, S, y) are affine functions.

s(x) = f (P,(0) — P,()) dx

Note thats(x) > O for allx. The concept of integral square
error is described in [Callahan 2008 p. 669] andisit
generality of the concept of sum of square erro

[Montgomery 2003 p. 379]. minimize, g, s(a, 5,v)
The smaller the square ens{x) is, the more approximated h(a,By)=x*a+x,+y—-b=0 (3)
to f(x) the P(X) is. The polynomialP,(x) is improved by hy(a, B,y) = x2a + x,8 + 7 -0
adding itself by an augmented trinom@(x). S 2 2
5 LetVs, Vhy andVh, be gradient vectors afa, £, 7), hi(a,
Q(x) = ax® +Bx +y B, y) andhy(a, B, y), respectively with convention that these
Py(x) = Py(x) + Q(x) gradient vectors are column vectors, we have:

The polynomialP; (x) is an improvement oP,(x) in the Vs = GZ;;iZﬁIZZ)}:iZ;) Vhe = (;f) Vho = (fﬁ)
interval X, X] or [X, X and it is expected tha (x) is 20,y + aca + acf + as) L)\
approximated tof(x) better thanPi(x) and P,(x) are with ..

smaller square error. It is easy to infer that dogmented ~ Supposed, £, y) is minimum point ofs(a, B, y) given

Q(X) is a factor that makes decrease in square eFtwe. two constraintshy(e, f, y) and hy(a, B, y), according to
square erros(x) is modified as follows: Lagrange’s theorem [Jia 2013] of convex optimizatithere

are two real numbers, andu, so that &', ', y) is solution
s(x) = fx": (p2 (x)+Q(x)—P, (x))zdx (1) of following equation:

0
Note thats(x) > 0 for allx and all coefficients:, g andy of Vs + i, Vhy + 1, Vh, = <g>
Q).

The errorg(x) is totally determined because the inner par

2 . . .

(P,(x) + Q(x) — Py(x))" of the integral is also a polynomial 20,0 + a,f + asy + a; + px? + ppx? =0
with degreek’ wherek is the maximum amondedP(x)), 20,8 + a,a + agy + ag + pyx, + Upx, =0
dedQ(x)) and degPi(x)) where deq.) denotes degree of 203y + asa + agf + a + g + Uy =0

¢ Itimplies that
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Adding two more constraints(a, £, y) = 0 andhy(a, £, 7)
=0, we have:

(2a,a + a,f+ asy +xip +x3pu, = —a,

a,a +2a,B+ agy + xpy + xu, = —ag

asa + agf+2az;y+ w+ U, =-—aq (4)
Pa + x;f+ vy =b
kxzza + B8+ vy =0

When (4) is the set of five linear equations withef
variablesa, B, y, u1, andu,, it is easy to apply methods such

as Gaussian and Cramer [Nguyen 1999 pp. 136-14d] in

solving (4) or determining whether or not (4) hatugon.
Suppose €, f, y) is the solution of equation (4), the
polynomial P; (x) is totally determined:

P;(x) = P(x) + Q" (x)
Where,
() =ax*+Bx+vy"

Lets be minimum value of square error functin, £, y)
at minimum point¢’, £, ), we have:

S* — S((X*,B*,Y*)
The minimum mean erraris defined as the root of mean
of s’

s*

[x2—x1]

Given a very small threshold if the minimum mean error
r is determined and it is smaller than or equal thenP; (x)
is the improved version oP,(x), which results out the
optimal approximation of target functiof(x). If r is
determined and larger than it is impossible to improve
P,(X). If r is not determined, for examplg,is not found out,
then there is no conclusion about whetl®g(x) is the
improvement oP,(x) or not.

3. Shifting Algorithm to Approximate
Analytic Function

It is required to approximate an analytic functf¢x in a
given interval {I, v]. Suppose the intervalv] is divided
into n sub-intervals as follows:

[w,v] = [ao,a;] VU [as,a,] U ..U [a;q,a;] U ... U [ay_q, @y ]
Where,
u=a0<a1<a2<"'<ai_1<ai<"'<an=v

Moving from left to right (fromay to a,), the shifting
algorithm is to construct current Taylor polynonaalpointa;
and improve such current polynomial based on miiimgi
the aforementioned square error
polynomial and previous polynomial expanded at pain.
This is shift-and-improve process and the algoritlisn

between the current
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stopped when such process reaches pgint

Given an error thresholg suppose the algorithm moves to
point & and let P_y(x) and P,(x) be Taylor polynomials
expanded at poina_; and a;, respectively, there are three
cases:

1 If the minimum mean error; of Pi(xX) given P_.(X) is
not determined, then the algorithm moves next. Note
that the method to calculateis described in previous
section.
If the minimum mean errar; is determined and larger
than threshold, then the algorithm moves next.
If the minimum mean errar is determined and smaller
than (or equal to) threshold then thepolynomial R(x)
is replaced by polynomiab;(x) whereP;(x) is the
improved version of P(x) as aforementioned
previous section. After that the algorithm movestne
Recall thatP; (x) is:

Pi(x) = Pi(x) + @/ (x)

N

in

Where,
Qi) = aix*+Bix+y/

Note that(a;, 8;,v;) is the minimum point of square error

functions;(«;, B;, y;) at pointa, like in equations (1) and (2).
i 2
siau By = J;" (PG + Q) = Py () dx

The minimum valus; of square error functiog(a, f, )

is:
si = si(ai, Bi,vi)
The minimum mean erray is:

o
Si

laj—ai—4]

N =

Finally, when the algorithm reaches po#gt thenP,(X) is
the best approximation of target functiigx).

For example, given exponent functif@®) = €, we apply
minimizing square error method and shifting aldoritinto
approximatingf(x) in interval [0, 1] with initial degree 1. For
convenience, the interval [0, 1] is kept intact,ichhmeans
that there is only one sub-interval [0, 1]. FirstBhifting
algorithm visits the first pointx;, = 0 and so Taylor
polynomial expansion dfx) atx; = 0 is:

P ) =fO0)+f'(0x=1+x

The shifting algorithm moves next and the Taylor
polynomial expansion dfx) at the secon®, = 1 is:

P)=f()+f (Dx=ex
Suppose the augment@gx) is:
Q) =ax*+pBx+y

Substitutingx;, X,, P1(X) and P,(X) into equation (2), the
square error is:
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s@By) = [} (P0) + Q) — P() dr = S+ £ 4 2
Let P;(x) be the improvement é¢f,(x), we have:
P;(x) = P,(x) + Q"(x)
Q) =a’x*+p*x+y*

Where ¢, £, ) is the solution of equation (4).
After evaluatingPy(x;) and P,(x,), the equation (4) is
totally determined and solved as follows:

4a + 58 + 10y, =5 —5e . se-10
3a+4f + 6u; =4 —4e @ =

12a+3ﬁ+ 3u, =3—3e > [;*:_56—8
a+f =-1 .

L y =1 re=1

The augmented polynomia®’(x), the optimal Taylor
polynomial P; (x), the square errar and the minimum mean
errorr are determined as follows:

5e—10 5e—8
Q*(x) = esz —e—x +1
3e-8

2

Pi(x) = P,(x) + Q'(x) = X222 - X 2x 41

_n2
s*=s(a%, By = % ~ 0.0645

= ST [00645  ocy
2 —x4] [1-0]

Suppose the error threshold is 0.5 which is latbanr,
the polynomialP;(x) is exactly the improvement d®,(x).
The shifting algorithm reaches the end point 1 and the
final optimal Taylor polynomial in given intervad][ 1] is:
5e-10 , 3e-8

P;(x) = x+1

1 /Uz (x) = ex

P2" = (Se-10)x212 u
- (3e-8)x2 + 1 y/ inu

T T Ty

Pl(x) =1+x

fx)y=¢

FPafx) = ex,r‘f

Figure 1. Optimal Taylor polynomiaP; (x)
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Figure 1 depicts the optimal Taylor polynomidi(x)
expanded in interval [0, 1].

Note that horizontal shading area represents scpraoes
between Py(x) and P,(x) while vertical shading area
represents square errer betweenPy(x) andP;(x). These
two areas are overlapped titis much smaller thaa Two
polynomialPy(x) andPx(x) are drawn as dash lines while the
optimal polynomialP; (x) is drawn as bold curve. The target
functionf(x) = €“is drawn as normal curve.

4. Conclusion

Given target functionf(x), the approximated Taylor
polynomial gets more precise at so-called expangioint
where it is expanded and it tends to lose accund®n target
function f(x) moves far away from expansion point. The
essential idea of proposed method is to keep appation
in precise when Taylor polynomial expansion is nwbve
forward within a given interval. Concretely, suped3(x)
and P,(x) are Taylor polynomials expanded xat and x,,
respectively. Of coursePs(x) is gain exactly precise
approximation at, but its effectiveness ag is lower than
P;(X) expandedx;. Therefore,P,(x) is modified by adding
itself by an augmented trinomia(x), which aiming to
minimize the square error betwePBg(x) andP,(x) so that it
is likely that P,(X) keeps approximation in precise within
sub-interval %;, X]. The important aspect of proposed
method is to determine the trinomiQ(x) by minimizing
square error, which is essentially polynomial iptdation. It
is possible to imagine th&(x) is the bridge concatenating
two polynomialP,(xX) andP,(x) together.

Note that the square error is calculated as integfa
deviation betweerP;(X) and P,(x), which means that if all
Taylor polynomials are bad approximations, the outpf
proposed method will is also bad approximation fod.
However, there are two observations:

e Taylor polynomial always results out optimal
approximation at which it is expanded, thus, thieneo
so bad Taylor polynomial. The quality of Taylor
polynomial is also dependent on its degree.

¢ All Taylor polynomials converge to target functié(®)
and so the deviations between effective Taylor
polynomials approach 0. Therefore, it is feasilbde t
calculate the square error between Taylor polyntsmia

If we construct Taylor polynomial with degré&ethen the
final optimal polynomial resulted from shifting algthm has
degree which is maximum d&f and 2. You can modify the
proposed method to interpola@x) with high degree (> 2)
with expect that getting more accurate approxinmatiut
please pay attention to computation cost when amudt)
should not has many variables because of many ramtst
and it is very complicated to determined the ind&gn
equation (1) with high degree polynomials. Finathere is
an issued problem that how to estimate the initégjreek in
order to improve the quality of Taylor expansiorhieh is
solved in another research.
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