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Abstract
Recently, some generalizations of the generalized Gamma, Beta, Gauss hypergeometric and confluent hypergeometric functions have been introduced in literature. The main object of this paper is to express the $n$th derivative of $z^p F_p^{(a,b)}(a, b; c; z)$ with respect to the variable $z$ in a closed formula of hypergeometric function itself. Moreover, some new integral involving the above-mentioned functions are obtained and many important results are noted.

1. Introduction
In mathematics, there are several special functions that are of particular significance and are used in many applications [1, 2,3]. In addition, some of special functions find applications in such diverse areas as astrophysics, fluid dynamics and quantum physics [2, 3, 4, 5, 6,7]. Examples of such well-known functions are the Gamma, Beta and hypergeometric functions [1-11]. Next, extensions of Gamma, Beta, Gauss hypergeometric function (GHF) and confluent hypergeometric function (CHF) have been extensively studied in the recent past by inserting a regularization factor $e^{-\frac{z}{\lambda}}$ [5].

The following extension of the gamma function is introduced by Chaudhry and Zubair [5]:

$$
\Gamma_p(x) = \int_0^\infty t^{x-1}\exp\left(-t - \frac{p}{t}\right) dt, \text{Re}(p) > 0.
$$

(1)

The extension of Euler’s beta function is considered by Chaudhry et al. [8] in the following form

$$
\beta_p(x, y) = \int_0^1 t^{x-1}(1 - t)^{y-1}\exp\left(-\frac{p}{\Gamma(1 - t)}\right) dt,
$$

Re$(p) > 0, Re (x) > 0, Re (y) > 0,

(2)

and they proved that this extension has connections with the Macdonald, error and Whittaker functions; and as a result

$$
\Gamma_0(x) = \Gamma(x) \quad \text{and} \quad \beta_0(x, y) = \beta(x, y).
$$

Following this, Chaudhry et al. [2] used $\beta_p(x, y)$ to extend the hypergeometric function, known as the extended Gauss hypergeometric function (EGHF), as follows:
\[ F_p(a, b; c; z) = \sum_{n=0}^{\infty} \frac{(a)_n}{(c)_n} \frac{\beta_p(b + n, c - b)(z)^n}{n!}, \]
\[ p \geq 0, \text{Re}(c) > \text{Re}(b) > 0, \tag{3} \]

where \((a)_n\) denotes the Pochhammer symbol defined by
\[ (a)_n = \frac{\Gamma(a + n)}{\Gamma(a)} = \begin{cases} (1, n = 0; a \in \mathbb{C}/\{0\}) \\
(a(a + 1)(a + 2) \cdots (a + n - 1), \quad n \in \mathbb{N}, a \in \mathbb{C}. \end{cases} \]

In addition, the integral representation of Euler’s type function is
\[ F_p(a, b; c; z) = \frac{1}{\beta(b, a - b)} \int_0^{1} t^{b-1}(1-t)^{c-b-1}(1-zt)^{-a} \times \exp\left(-p\frac{t}{1-t}\right) dt, \]
\[ p \geq 0 \text{and} |\text{arg}(1-z)| < \pi < p; \text{Re}(c) > \text{Re}(b) > 0. \tag{4} \]

Also, the extended confluent hypergeometric function (ECHF) is defined as
\[ \varphi_p(b; c; z) = \sum_{n=0}^{\infty} \frac{\beta_p(b + n, c - b)(z)^n}{\beta(b, c - b)} \frac{1}{n!}, \]
\[ p \geq 0, \text{Re}(c) > \text{Re}(b) > 0. \tag{5} \]

The following generalized Euler’s gamma function (GEGF) is defined in [3] as
\[ \Gamma_p^{(\alpha, \beta)}(x) = \int_0^{\infty} t^{x-1} \frac{\varphi_p(\alpha; \beta; -t - \frac{p}{t})}{t} dt, \]
\[ \text{Re}(\alpha) > 0, \text{Re}(\beta) > 0, \text{Re}(p) > 0, \text{Re}(x) > 0. \tag{6} \]

While, the generalized Euler’s beta function (GEBF) is given by
\[ \beta_p(\alpha, \beta)(x, y) = \int_0^1 t^{x-1}(1-t)^{y-1} \frac{\varphi_p(\alpha; \beta; -t - \frac{p}{t})}{t} dt, \]
\[ \text{Re}(p) > 0, \text{Re}(x) > 0, \text{Re}(y) > 0, \text{Re}(\alpha) > 0, \text{Re}(\beta) > 0. \tag{7} \]

It is obvious from (1) and (6), (2) and (7) that,
\[ \Gamma_p^{(\alpha, \beta)}(x) = \Gamma_p(x), \Gamma_0^{(\alpha, \beta)}(x) = \Gamma(x), \]
\[ \beta_p(\alpha, \beta)(x, y) = \beta_p(x, y), \text{and} \beta_0^{(\alpha, \beta)}(x, y) = \beta(x, y). \]

Now, and in view of (7), the generalized (Gauss, resp., confluent) hypergeometric functions (GGHF, resp., GCHF) are defined by,
\[ F_p^{(\alpha, \beta)}(a, b; c; z) = \sum_{n=0}^{\infty} (a)_n \frac{\beta_p(\alpha; \beta; b+n, c-b)}{\beta(b, c-b)} \frac{z^n}{n!}, \tag{8} \]
and
\[ _1 F_1^{(\alpha;\beta)}(b; c; z) = \sum_{n=0}^{\infty} \frac{\beta_p^{(\alpha,\beta)}(b+n+c-b) x^n}{\beta(b,c-b)} \]  
and their corresponding integral representations are given by [3]:

\[ F_p^{(\alpha,\beta)}(a, b; c; z) = \frac{1}{\beta(b, c - b)} \int_0^1 t^{b-1} (1 - t)^{c-b-1} \left( \frac{1}{1 - t} \right)^{-a} dt, \]

\[ Re(p) \geq 0, \text{ and } |\arg(1 - z)| < \pi < p; Re(c) > Re(b) > 0. \]

In addition,

\[ _1 F_1^{(\alpha,\beta)}(b; c; z) = \frac{1}{\beta(b, c - b)} \int_0^1 t^{b-1} (1 - t)^{c-b-1} e^{zt} \left( \frac{1}{(1 - t)} \right)^{-a} dt, \]

\[ p \geq 0, Re(c) > Re(b) > 0. \]

It is to be noted here that [2],

\[ F_p^{(\alpha,\beta)}(a, b; c; z) = F_p(a, b; c; z), \]

\[ F_1^{(\alpha,\beta)}(a, b; c; z) = _2 F_1(a, b; c; z), \]

further,

\[ _1 F_1^{(\alpha,\beta)}(b; c; z) = _1 F_1^{(\alpha,\beta)}(b; c; z), \]

\[ _1 F_1^{(\alpha,\beta; 0)}(b; c; z) = _1 F_1(b; c; z). \]

The generalized hypergeometric function with \( p \) numerator and \( q \) denominator parameters is defined by [1]

\[ pF_q(a_1, a_2, \ldots, a_p; b_1, b_2, \ldots, b_q; z) = \sum_{r=0}^{\infty} \frac{(a_1)_r (a_2)_r \ldots (a_p)_r}{(b_1)_r (b_2)_r \ldots (b_q)_r} \frac{z^r}{r!}, \]

\[ = \Gamma(b_1) \ldots \Gamma(b_q) \sum_{r=0}^{\infty} \frac{\Gamma(a_1 + r) \Gamma(a_2 + r) \ldots \Gamma(a_p + r)}{\Gamma(b_1 + r) \Gamma(b_2 + r) \ldots \Gamma(b_q + r)} \frac{z^r}{r!}, \]

where \( z \in \mathbb{C}, p \leq q, a_i, b_j \in \mathbb{C}, b_j \neq 0, -1, -2, \ldots, i = 1, 2, \ldots, p, j = 1, 2, \ldots, q. \)

The \( n \)th derivative of \( z^p F_p^{(\alpha,\beta)}(a, b; c; z) \) with respect to the variable \( z \) will be derived in the next Section. Further, new integral representations of (GGHF), (GCHF) with some useful new results, of the above-mentioned functions, are given in Section 3. Finally, some conclusion remarks are noted in Section 4.

2. The Derivatives of Generalized Gauss Hypergeometric (GGHF) and Confluent Hypergeometric Function (GCHF)

The generalization of beta function (7) and generalized Gauss hypergeometric function (GGHF) (8) or (10), in addition to confluent hypergeometric function (GCHF) (9) or (11), will be used to derive the \( n \)th derivative of \( z^p F_p^{(\alpha,\beta)}(a, b; c; z) \) with respect to the variable \( z \). The next theorem summarizes these relationships. Furthermore, some useful results are also considered in this Section.

**Theorem 2.1.** For the generalized Gauss hypergeometric function, we have

\[ \frac{d^n}{dz^n} \left( z^p F_p^{(\alpha,\beta)}(a, b; c; z) \right) = (-1)^n \frac{(a)_n (b)_n}{(c)_n} \sum_{w=0}^{\infty} \frac{(a+n)_w}{(1-a-w-n)_s} \frac{1}{w!} |z| < 1, n \in \mathbb{N}_0, \]

and in the integral form

\[ \int_{\{w+n+1\}} \frac{\beta_p^{(\alpha,\beta)}(b+w+n+c-b) x^w}{\beta(b+n,c-b)} \]
\[
\frac{d^n}{dz^n}\left\{z^n F_p^{(\alpha, \beta)}(a, b; c; z)\right\} \\
= (-1)^s \frac{(a)_n(b)_n}{(c)_n} \frac{1}{\beta(b + n, c - b)} \\
\times \sum_{w=0}^{\infty} (a + n)_w \frac{1}{(1 - a - w - n)_s (w + n + 1)} - s \\
\times \int_0^1 t^{b+n-s-1}(1-t)^{c-b-1} \frac{1}{F_1^{\left(a; \beta; -p \frac{t}{1-t}\right)}(z)\frac{w}{w!} dt, \\
|z| < 1, n \in \mathbb{N}_0.
\] (13)

**Proof.** Direct Substitution of (8) into the left hand side of (12), yields

\[
\frac{d^n}{dz^n}\left\{z^n F_p^{(\alpha, \beta)}(a, b; c; z)\right\} \\
= \sum_{r=0}^{\infty} (a)_r \frac{\beta_p^{(\alpha, \beta)}(b + r, c - b)}{\beta(b, c - b)} \frac{d^n}{dz^n} \frac{z^{r+s}}{r!} \\
= \sum_{r+s=n}^{\infty} (a)_r \frac{\beta_p^{(\alpha, \beta)}(b + r, c - b)}{\beta(b, c - b)} \frac{z^{r+s-n}}{(r+s-n)!} \\
\times (r+s)(r+s-1) \ldots (r+s-n+1) \frac{z^{r+s-n}}{r!} \\
= \sum_{r+s=n}^{\infty} (a)_r \frac{\beta_p^{(\alpha, \beta)}(b + r, c - b)}{\beta(b, c - b)} \frac{(r+s)}{(r+s-n)!} \frac{z^{r+s-n}}{r!} \\
\times (r+s)(r+s-1) \ldots (r+s-n+1) \\
= \sum_{r+s=n}^{\infty} (a)_r \frac{\beta_p^{(\alpha, \beta)}(b + r, c - b)}{\beta(b, c - b)} \frac{(r+s)}{(r+s-n)!} \frac{z^{r+s-n}}{r!} \\
\times (r+s)(r+s-1) \ldots (r+s-n+1) \\
= \sum_{r+s=n}^{\infty} (a)_r \frac{\beta_p^{(\alpha, \beta)}(b + r, c - b)}{\beta(b, c - b)} \frac{(r+s)}{(r+s-n)!} \frac{z^{r+s-n}}{r!}
\] (14)

Writing \( r + s - n = w \), gives

\[
\frac{d^n}{dz^n}\left\{z^n F_p^{(\alpha, \beta)}(a, b; c; z)\right\} \\
= \sum_{w=0}^{\infty} (a)_w \frac{\beta_p^{(\alpha, \beta)}(b + w + n - s, c - b)}{\beta(b, c - b)} \frac{\binom{w}{w+n-s}}{(w+n-s)!} z^w(w!)}.
\]

In view of

\[
(a)_w = (a)_n(a + n)_w, \quad (a)_{n-k} = \frac{(-1)^k(a)_n}{(1 - a - n)_k},
\]

and

\[
(a)_{w+n-s} = \frac{(-1)^s(a)_{n+w}}{(1 - a - w - n)_s},
\]

we get

\[
\frac{d^n}{dz^n}\left\{z^n F_p^{(\alpha, \beta)}(a, b; c; z)\right\} \\
= (-1)^s \sum_{w=0}^{\infty} \frac{(a)_n(a + n)_w}{(1 - a - w - n)_s} \frac{\beta_p^{(\alpha, \beta)}(b + w + n - s, c - b)}{\beta(b, c - b)}
\]
\[
\frac{\Gamma(w + n + 1)}{\Gamma(w + n - s + 1) w!} x^n \frac{\Gamma(w + n + 1)}{\Gamma(w + n - s + 1) w!} \\
	imes \frac{(a + n)_w}{(1 - a - w - n)_s} \sum_{w=0}^{\infty} \frac{(a + n)_w}{(1 - a - w - n)_s} \frac{\beta_p(\alpha, \beta)(b + w + n - s, c - b)}{\beta(b, c - b)} \\
\times (w + n + 1) z^w.
\]

By making use of the formula \( \beta(b, c - b) = \frac{(c)_n}{(b)_n} \beta(b + n, c - b) \) [3], we have

\[
\frac{d^n}{dz^n} \left\{ \left( \frac{z^s}{F_p(\alpha, \beta)(a, b; c; z)} \right) \right\} = (s - n + 1)_n z^{s-n} F_p(\alpha, \beta; a + 1, b + 1; c + 1; z).
\]

This completes the proof of the first part of Theorem 2.1.

The second part of Theorem 2.1, can be easily proved in a similar way like that used for proving the first part.

The particular expressions for the derivatives of generalized Gauss hypergeometric function (GGHF) and confluent hypergeometric function (GCHF) may be obtained as special cases from formulas (12) and (13). These are given in the following five corollaries:

Corollary 1. Substituting of \( p = 0 \) into (12) or (13), yields the \( n \)th derivative of the classical (GHF) as

\[
\frac{d^n}{dz^n} \left\{ \left( \frac{z^s}{\_F_1(\alpha, \beta)(a, b; c; z)} \right) \right\} = (s - n + 1)_n z^{s-n} F_3(\alpha, b, s + 1; c, s - n + 1; z).
\]

Corollary 2. If we put \( n = 1 \) and \( s = 0 \), into (12) or (13), then we get immediately the first derivative of (GGHF),

\[
\frac{d}{dz} \left\{ F_p(\alpha, \beta)(a, b; c; z) \right\} = \frac{ab}{c} F_p(\alpha, \beta)(a + 1, b + 1; c + 1; z).
\]

Corollary 3. Substitution of \( s = 0 \), into (12) or (13), yields \( n \)th derivative of (GGHF) as,

\[
\frac{d^n}{dz^n} \left\{ F_p(\alpha, \beta)(a, b; c; z) \right\} = \frac{(a)_n}{(c)_n} F_p(\alpha, \beta)(a + n, b + n; c + n; z)
\]

Corollary 4. One can easily show that, for (GCHF),

\[
\frac{d^n}{dz^n} \Phi_p(\alpha, \beta)(b; c; z) = \frac{(b)_n}{(c)_n} \Phi_p(\alpha, \beta)(b + n; c + n; z),
\]

Corollary 5. Finally, the \( n \)th derivative of the generalized hypergeometric function \( pF_q \) is given by

\[
\frac{d^n}{dz^n} \left\{ \frac{z^s}{pF_q(\alpha_1, \alpha_2, \ldots, a_p; b_1, b_2, \ldots, b_q; z)} \right\}
\]

\[
= (s - n + 1)_n z^{s-n} \times p+1 F_{q+1} \left( \begin{array}{c} a_i, a_2, \ldots, a_p, s + 1 \\ b_1, b_2, \ldots, b_q, s - n + 1 \end{array}; z \right),
\]

\[ z \in \mathbb{C}; p \leq q; a_i, b_j \in \mathbb{C}; b_j \neq 0, -1, -2, \ldots; i = 1, 2, \ldots, p; j = 1, 2, \ldots, q. \]

It is to be noted here that the two results (17) and (18) are in complete agreement with those given in [3].
3. Some Integral Formulas of the Generalized Gauss Hypergeometric (GGHF) and Confluent Hypergeometric Function (GCHF)

Theorem 3.1. For the generalized Gauss hypergeometric function (GGHF), we have the following integral

$$\int_0^1 x^{n-1}(1-x)^{m-1} F_p \left( \begin{array}{c} a, b; \end{array} \right)_{p} (a; b; c; kx) dx$$

$$= \beta(n, m) \sum_{r=0}^{\infty} (a)_r \frac{p(a, b)}{(n+m)_r} \frac{(b+r, c-b) k^r}{\beta(b, c-b)} \frac{1}{r!}$$.

(21)

Proof. Making use of relation (8) with relation (21), gives

$$= \sum_{r=0}^{\infty} (a)_r \frac{p(a, b)}{\beta(b, c-b)} \frac{(b+r, c-b) k^r}{r!} \int_0^1 x^{n+r-1}(1-x)^{m-1} dx,$$

$$= \sum_{r=0}^{\infty} (a)_r \frac{p(a, b)}{\beta(b, c-b)} \frac{(b+r, c-b) k^r}{r!} \beta(n+r, m),$$

$$= \sum_{r=0}^{\infty} (a)_r \frac{p(a, b)}{\beta(b, c-b)} \frac{(b+r, c-b) k^r}{r!} \left[ \frac{\Gamma(n+r) \Gamma(m)}{\Gamma(m+n+r)} \right],$$

$$= \beta(n, m) \sum_{r=0}^{\infty} (a)_r \frac{p(a, b)}{(n+m)_r} \frac{(b+r, c-b) k^r}{\beta(b, c-b)} \frac{1}{r!}.$$

This completes the proof of the Theorem.

Special cases of formula (21) are given in the following corollary.

Corollary 6.

(i) The integral of the classical (GHF), which is obtained by taking $p = 0$, is

$$\int_0^1 x^{n-1}(1-x)^{m-1} F_1 \left( \begin{array}{c} a; \end{array} \right)_{1} (a; b; c; kx) dx = \beta(n, m) \gamma \left( \begin{array}{c} a + b; \end{array} \right)_{1} (c; n + m + c; k),$$

(22)

This result is in complete agreement with the result given in [9, p.273].

(ii) The integral of (GCHF) is given by,

$$\int_0^1 x^{n-1}(1-x)^{m-1} q_p \left( \begin{array}{c} a; \end{array} \right)_{p} (b; c; kx) dx$$

$$= \sum_{r=0}^{\infty} \beta(n+r, m) \frac{p(a, b)}{\beta(b, c-b)} \frac{(b+r, c-b) k^r}{r!}.$$

(23)

(iii) Moreover, for the generalized hypergeometric function $pF_q$, we have

$$\int_0^1 x^{n-1}(1-x)^{m-1} pF_q \left( \begin{array}{c} a_1, a_2, \ldots, a_p; \end{array} \right)_{p} \left( \begin{array}{c} b_1, b_2, \ldots, b_q; \end{array} \right)_{q} (c; kx) dx$$

$$= \beta(n, m) p_{p+1} q_{q+1} \left( \begin{array}{c} a_1, a_2, \ldots, a_p, n; \end{array} \right)_{p+1} \left( \begin{array}{c} b_1, b_2, \ldots, b_q, n + m; \end{array} \right)_{q+1}.$$

(24)

$x \in \mathbb{C}; p \leq q; a_i, b_j \in \mathbb{C}; b_j \neq 0, -1, -2, \ldots; i = 1, 2, \ldots, p; j = 1, 2, \ldots, q.$
Theorem 3.2. For the generalized Gauss hypergeometric function (GGHF), we have the following integral,

\[ \int_0^\infty e^{-kx} x^{m-1} \Phi_p^{(a,\beta)}(a, b; c; nx) dx = \sum_{r=0}^{\infty} \rho_{\Phi_p^{(a,\beta)}}(b+r,c-b) \left( \frac{k}{x} \right)^r, \quad k \neq 0. \]  

(25)

Proof. Direct calculations using (10) yield

\[ F_p^{(a,\beta)}(a, b, c; nx) = \frac{1}{\beta(b, c - b)} \int_0^1 t^{b-1}(1 - t)^{c-b-1} (1 - nx)^{-a} \text{d}t. \]

(26)

Because, \((1 - nx)^{-a} = \sum_{r=0}^{\infty} \left( \frac{a_r}{r!} \right) (nx)^r\), we have

\[ \int_0^\infty e^{-kx} x^{m-1} \Phi_p^{(a,\beta)}(a, b; c; nx) dx = \frac{1}{\beta(b, c - b)} \int_0^\infty \int_0^1 t^{b-1}(1 - t)^{c-b-1} e^{-kx} x^{m-1} \text{d}t \int_0^\infty \Phi_p^{(a,\beta)}(a, b; \frac{nt}{t(1-t)}). \]

\[ \times \sum_{r=0}^{\infty} \left( \frac{a_r}{r!} \right) (nx)^r \text{d}x \text{d}t \]

\[ = \frac{1}{\beta(b, c - b)} \sum_{r=0}^{\infty} \left( \frac{a_r}{r!} \right) \frac{n^r}{r!} \int_0^\infty \int_0^1 t^{b+r-1}(1 - t)^{c-b-1} e^{-kx} x^{m+r-1} \Phi_p^{(a,\beta)}(b+r,c-b). \]

\[ \times \int_0^1 \text{d}t \]

\[ = \sum_{r=0}^{\infty} \left( \frac{a_r}{r!} \right) \frac{n^r}{r!} \int_0^\infty \int_0^1 t^{b+r-1}(1 - t)^{c-b-1} \Phi_p^{(a,\beta)}(b+r,c-b). \]

Because,

\[ \frac{1}{k} \int_0^\infty e^{-w} \left( \frac{w}{k} \right)^m \text{d}w = \frac{1}{k^{m+r}} \int_0^\infty e^{-w} w^{m+r-1} \text{d}w, \]

then

\[ \int_0^\infty e^{-kx} x^{m-1} \Phi_p^{(a,\beta)}(a, b; c; nx) dx = \sum_{r=0}^{\infty} \frac{\Gamma(m)}{k^{m+r}} \frac{n^r}{r!} \frac{\Gamma(m+r)}{\Gamma(m)} \Phi_p^{(a,\beta)}(b+r,c-b). \]

\[ = \sum_{r=0}^{\infty} \frac{\Gamma(m)}{k^m} \frac{n^r}{r!} \frac{\Phi_p^{(a,\beta)}}{\beta(b, c - b)}(b+r,c-b). \]
This complete the proof of the Theorem. Three important special cases of Theorem 3.2 are noted in the following corollary.

**Corollary 7.**

(i) \[
\int_0^\infty e^{-kx}x^{m-1} 2F_1(a,b;c;nx)dx
\]

\[
= \sum_{r=0}^\infty \frac{\Gamma(m)(a)_r(m)_r}{k^m} \frac{\beta(b+r,c-b)}{r!} \left(\frac{n}{k}\right)^r,
\]

\[
= \frac{\Gamma(m)}{k^m} \sum_{r=0}^\infty \frac{(a)_r(b)_r}{(c)_r r!} \left(\frac{n}{k}\right)^r,
\]

\[
= \frac{\Gamma(m)}{k^m} F_1(a,b;m,n/k), k \neq 0.
\]

(27)

(ii) \[
\int_0^\infty e^{-kx}x^{m-1} \psi_p(a,b)(b;c;nx)dx
\]

\[
= \sum_{r=0}^\infty \frac{\Gamma(m+r) \beta_p(a,b)(b+r,c-b)}{r! \beta(b,c-b)} \left(\frac{n}{k}\right)^r, k \neq 0.
\]

This result is in complete agreement with the result given in [9, p. 98].

(iii) \[
\int_0^\infty e^{-m^2x^2}x^{\mu-1} {\cal F}_p(a,b;c;\pm n^2x^2)dx
\]

\[
= \frac{\Gamma(m)}{2\pi k} \sum_{r=0}^\infty (a)_r \left(\frac{\mu}{2}\right)_r \frac{\beta_p(a,b+r,c-b)}{\beta(b,c-b)} \frac{(\pm n^2)^r}{r!},
\]

\[
\times F_1(a;b;\pm \frac{n^2}{k}), x \in \mathbb{C}; p \leq q; a_i, b_j \in \mathbb{C}; b_j \neq 0, -1, -2, \ldots; i = 1, 2, \ldots, p; j = 1, 2, \ldots, q.
\]

(28)

**Theorem 3.3.** For the generalized Gauss hypergeometric function (GGHF), we have the following integral

\[
\int_0^\infty e^{-m^2x^2}x^{\mu-1} {\cal F}_p(a,b;c;\pm n^2x^2)dx
\]

\[
= \frac{\Gamma(m)}{2\pi k} \sum_{r=0}^\infty (a)_r \left(\frac{\mu}{2}\right)_r \frac{\beta_p(a,b+r,c-b)}{\beta(b,c-b)} \frac{(\pm n^2)^r}{r!},
\]

\[
\times F_1(a;b;\pm \frac{n^2}{k}).
\]

(29)

**Proof.** In a similar manner, by using (10), we have

\[
\int_0^\infty e^{-m^2x^2}x^{\mu-1} {\cal F}_p(a,b;c;\pm n^2x^2)dx
\]

\[
= \frac{1}{\beta(b,c-b)} \int_0^1 t^{b-1}(1-t)^{c-b-1} \left(1-\left(\pm n^2x^2\right)t\right)^{-a} e^{-m^2x^2}x^{\mu-1} dt
\]

\[
\times F_1(a;b;\pm \frac{n^2}{k}), x \in \mathbb{C}; p \leq q; a_i, b_j \in \mathbb{C}; b_j \neq 0, -1, -2, \ldots; i = 1, 2, \ldots, p; j = 1, 2, \ldots, q.
\]
\[
\int_0^\infty e^{-mx^2} x^\mu \gamma_0 (a, b; c; \pm n^2 x^2) \, dx \\
= \frac{1}{\beta(b, c-b)} \sum_{r=0}^\infty \frac{(a)_r}{r!} \int_0^\infty \int_0^1 t^{b+r-1} (1-t)^{c-b-1} e^{-\frac{p}{t} (1-t)} \, dx \, dt, \\
= \sum_{r=0}^\infty \frac{(a)_r}{\beta(b, c-b)} \int_0^\infty e^{-mx^2} x^{\mu+2r-1} \, dx \beta_p (a, b; c; \pm n^2 x^2) \left(\frac{\pm n^2}{r!}\right)^r.
\]

Using the definition of Gamma function, \( \Gamma(x) = \int_0^\infty e^{-t} t^{x-1} \, dt \), and letting \( m^2 x^2 = w \), we have,
\[
\int_0^\infty e^{-mx^2} x^{\mu+2r-1} \, dx = \frac{1}{2m} \int_0^\infty e^{-w} \left(\frac{\sqrt{w}}{m}\right)^{\mu+2r-1} \frac{1}{\sqrt{w}} \, dw, \\
= \frac{1}{2m^{\mu+2r}} \Gamma \left( \frac{\mu}{2} + r \right),
\]
and accordingly,
\[
\int_0^\infty e^{-mx^2} x^\mu \gamma_0 (a, b; c; \pm n^2 x^2) \, dx \\
= \frac{1}{2m^{\mu+2r}} \sum_{r=0}^\infty \frac{(a)_r}{\beta(b, c-b)} \frac{1}{(\mu/2)_r} \beta_p (a, b; c; \pm n^2 x^2) \left(\frac{\pm n^2}{r!}\right)^r.
\]

This completes the proof of the Theorem.

Again, three important special cases of Theorem 3.3 are given in the following corollary

**Corollary 8.**

(i)
\[
\int_0^\infty e^{-mx^2} x^\mu \gamma_0 (a, b; c; \pm n^2 x^2) \, dx \\
= \frac{\Gamma \left( \frac{\mu}{2} \right)}{2m^\mu} \sum_{r=0}^\infty \frac{(a)_r}{(c)_r} \frac{1}{(\mu/2)_r} \frac{1}{r!} \frac{\left(\frac{\pm n^2}{m^2}\right)^r}{r!}.
\]

(ii)
\[
\int_0^\infty e^{-mx^2} x^\mu \gamma_0 (a, b; c; \pm n^2 x^2) \, dx \\
= \frac{\Gamma \left( \frac{\mu}{2} \right)}{2m^\mu} \sum_{r=0}^\infty \frac{(a)_r}{(c)_r} \frac{1}{(\mu/2)_r} \frac{1}{r!} \frac{\left(\frac{\pm n^2}{m^2}\right)^r}{r!}.
\]

(30)
\[
\int_0^\infty e^{-m^2x^2} x^{\mu-1} q_p(a; \beta)(b; ; c; \pm n^2x^2) \, dx
\]
\[= \frac{1}{2m^\mu} \sum_{r=0}^\infty \Gamma \left( \frac{\mu}{2} + r \right) \frac{\rho_p(a; \beta)(b+r, c-b)}{\rho_p(b, c-b)} \frac{(\frac{n^2}{m})^r}{r!} (31)\]

\[
\int_0^\infty e^{-m^2x^2} x^{\mu-1} p_Fq \left( \begin{array}{c} a_1, a_2, ..., a_p \\ b_1, b_2, ..., b_q \end{array} ; \pm n^2x^2 \right) \, dx
\]
\[= \frac{\Gamma \left( \frac{\mu}{2} \right)}{2m^\mu} \sum_{r=0}^\infty \left( \begin{array}{c} \frac{\mu}{2} \\ r \end{array} \right) F_1 \left( \begin{array}{c} a_1, a_2, ..., a_p \\ b_1, b_2, ..., b_q \end{array} ; \mp \frac{n^2}{m^2} \right) \, dx (32)\]

\textbf{Theorem 3.4.} For the generalized Gauss hypergeometric function (GGHF), we have the following integral

\[
\int_0^1 x^{n-1} (1-x)^{m-1} p_Fq \left( \begin{array}{c} a; b; c \\ \frac{1-x}{2} \end{array} ; \pm 1 - 2, ..., \frac{1-x}{2} \right) \, dx
\]
\[= \sum_{r=0}^\infty \frac{(a)_r}{r!} \left( \frac{1-x}{2} \right)^r (33)\]

\textbf{Proof.} Because,

\[
\left( 1 - \frac{(1-x)}{2} t \right) = \sum_{r=0}^\infty \frac{(a)_r}{r!} \left( \frac{1-x}{2} \right)^r t^r,
\]

and using (10), we obtain

\[
F_p(a, b; c; \frac{1-x}{2}) = \frac{1}{\beta(b, c-b)} \int_0^1 t^{b-1} (1-t)^{c-b-1}
\]
\[\times \frac{(a)_r}{r!} \left( \frac{1-x}{2} \right)^r t^r \, dt,
\]

and accordingly,

\[
\int_0^1 x^{n-1} (1-x)^{m-1} p_Fq \left( \begin{array}{c} a; b; c \\ \frac{1-x}{2} \end{array} ; \pm 1 - 2, ..., \frac{1-x}{2} \right) \, dx
\]
\[= \frac{1}{\beta(b, c-b)} \sum_{r=0}^\infty \frac{(a)_r}{2^r r!} \int_0^1 x^{n-1} (1-x)^{m-1} t^{b+r-1} (1-t)^{c-b-1}
\]
\[\times \frac{(a)_r}{r!} \left( \frac{1-x}{2} \right)^r t^r \, dt,
\]

\[
= \frac{1}{\beta(b, c-b)} \sum_{r=0}^\infty \frac{(a)_r}{2^r r!} \int_0^1 x^{n-1} (1-x)^{m+r-1} t^{b+r-1} (1-t)^{c-b-1}
\]
\[\times \frac{(a)_r}{r!} \left( \frac{1-x}{2} \right)^r t^r \, dt,
\]

\[
= \frac{1}{\beta(b, c-b)} \sum_{r=0}^\infty \frac{(a)_r}{2^r r!} \int_0^1 x^{n-1} (1-x)^{m+r-1} \, dx \int_0^1 t^{b+r-1} (1-t)^{c-b-1}
\]
Making use of (7), enables one to get
\[
\int_0^1 t^{b+r-1}(1-t)^{c-b-1} \, {}_1F_1 \left( \alpha; \beta; \frac{-p}{t(1-t)} \right) \, dt = \beta_p (\alpha, \beta, \gamma) (b + r, c - b),
\]
which immediately yields
\[
\int_0^1 x^{n-1}(1-x)^{m-1} F_p (\alpha, \beta) \left( a, b; c; \frac{1-x}{2} \right) \, dx
\]
\[
= \frac{1}{\beta(b, c - b)} \sum_{r=0}^{\infty} (a)_r (b)_r (m)_r \left( \frac{1}{2} \right)^r \frac{1}{r!},
\]
\[
= \beta(n, m) \, _3F_2 \left( a, b, m; \frac{1}{2} \right).
\]

Special cases from formula (33) are obtained for the particular expressions of the generalized Gauss hypergeometric function (GGHF) and confluent hypergeometric function (GCHF), as given in the following corollary

**Corollary 9.**

(i) \[
\int_0^1 x^{n-1}(1-x)^{m-1} \, {}_2F_1 \left( a, b; c; \frac{1-x}{2} \right) \, dx
\]
\[
= \beta(n, m) \sum_{r=0}^{\infty} \frac{(a)_r (b)_r (m)_r \left( \frac{1}{2} \right)^r}{(c)_r r!},
\]
\[
= \beta(n, m) \, _3F_2 \left( a, b, m; \frac{1}{2} \right).
\]

(ii) \[
\int_0^1 x^{n-1}(1-x)^{m-1} \varphi_p (\alpha, \beta) \left( b; c; \frac{1-x}{2} \right) \, dx
\]
\[
= \sum_{r=0}^{\infty} \beta(n, m + r) \frac{\varphi_p (\alpha, \beta, b + r, c - b) \left( \frac{1}{2} \right)^r}{\beta(b, c - b) r!},
\]
\[
= \beta(n, m) \, _pF_{q+1} \left( a_1, a_2, ..., a_p, b_1, b_2, ..., b_q; n + m; \frac{1}{2} \right).
\]

(iii) \[
\int_0^1 (1-x^2)^{m-1} F_p (\alpha, \beta) \left( a_1, a_2, ..., a_p; b_1, b_2, ..., b_q; \frac{1-x}{2} \right) \, dx
\]
\[
= \sum_{r=0}^{\infty} 2^{2m+r-2} \beta(m + r, m) \frac{\varphi_p (\alpha, \beta, b + r, c - b) \left( \frac{1}{2} \right)^r}{\beta(b, c - b) r!},
\]
\[
= \beta(n, m) \, _pF_{q+1} \left( a_1, a_2, ..., a_p, b_1, b_2, ..., b_q, n + m; \frac{1}{2} \right).
\]

where \( z \in \mathbb{C}; p \leq q; a, b_j \in \mathbb{C}; b_j \neq 0, -1, -2, ..., ; i = 1, 2, ..., p; j = 1, 2, ..., q. \)

**Theorem 3.5.** For the generalized Gauss hypergeometric function (GGHF) we have the following integral
\[
\int_0^1 (1-x^2)^{m-1} F_p (\alpha, \beta) \left( a_1, a_2, ..., a_p; b_1, b_2, ..., b_q; \frac{1-x}{2} \right) \, dx
\]
\[
= \sum_{r=0}^{\infty} 2^{2m+r-2} \beta(m + r, m) \frac{\varphi_p (\alpha, \beta, b + r, c - b) \left( \frac{1}{2} \right)^r}{\beta(b, c - b) r!},
\]
\[
= \beta(n, m) \, _pF_{q+1} \left( a_1, a_2, ..., a_p, b_1, b_2, ..., b_q, n + m; \frac{1}{2} \right).
\]

**Proof.** Making use of (10), yields
\[
\varphi_p (\alpha, \beta) \left( a, b; c; \frac{1-x}{2} \right) = \frac{1}{\beta(b, c - b)} \int_0^1 t^{b-1}(1-t)^{c-b-1}
\]
\[
\times {}_1F_1 \left( \alpha; \beta; \frac{-p}{t(1-t)} \right) \, dt.
\]
\[ x_1 F_1 \left( a; \beta; -\frac{p}{t(1-t)} \right) \sum_{r=0}^{\infty} \frac{(a)_r}{r!} \left( \frac{1-x}{2} \right)^r t^r dt, \]

and this gives

\[ \int_0^1 (1-x^2)^{m-1} F_p (a, b; c; \frac{1-x}{2}) \, dx \]

\[ = \frac{1}{\beta(b, c - b)} \int_0^1 \int_0^1 (1-x^2)^{m-1} t^{b-1}(1-t)^{c-b-1} \, dF_1 \left( \frac{p}{t(1-t)} \right) \]

\[ \times \sum_{r=0}^{\infty} \frac{(a)_r}{r!} \left( \frac{1-x}{2} \right)^r t^r \, dt. \]

Let \( x = \cos \theta, 1-x = 2 \sin^2 \left( \frac{\theta}{2} \right) \), and \( (1+x) = 2 \cos^2 \left( \frac{\theta}{2} \right) \). Then, in this case, the integration takes the form

\[ \int_0^1 (1-x^2)^{m-1} F_p (a, b; c; \frac{1-x}{2}) \, dx \]

\[ = \frac{1}{\beta(b, c - b)} \sum_{r=0}^{\infty} \frac{(a)_r}{2^{r!}} \int_0^2 \int_0^1 \left( 2 \sin^2 \left( \frac{\theta}{2} \right) \right)^r \left( 2 \cos^2 \left( \frac{\theta}{2} \right) \right)^m \sin \theta \]

\[ \times t^{b+r-1}(1-t)^{c-b-1} \, dF_1 \left( \frac{p}{t(1-t)} \right) \, d\theta \]

\[ \times t^{b+r-1}(1-t)^{c-b-1} \, dF_1 \left( \frac{p}{t(1-t)} \right) \frac{(a)_r}{2^{r!}} \, d(\theta/2) dt, \]

using (2) and (7), gives

\[ \int_0^1 (1-x^2)^{m-1} F_p (a, b; c; \frac{1-x}{2}) \, dx \]

\[ = \sum_{r=0}^{\infty} 2^{2m+r-2} \beta(m+r, m) \frac{\beta_p(a, b; c; \frac{1-x}{2})}{\Gamma(2m+r)} \frac{(a)_r}{\Gamma(c + r)} \frac{1}{2^r} \].

**Corollary 10.**

(i) Substituting \( p = 0 \) into (37) gives the integral

\[ \int_0^1 (1-x^2)^{m-1} F_2 \left( a, b; c; \frac{1-x}{2} \right) \, dx \]

\[ = \frac{1}{2} \beta(\frac{1}{2}, m) \, F_2 \left( a, b; c; \frac{1-x}{2} \right). \] **(38)**

**Proof.** Setting \( p = 0 \) in (37) and using (7), along with the properties of the Gamma function, yields

\[ \int_0^1 (1-x^2)^{m-1} F_2 \left( a, b; c; \frac{1-x}{2} \right) \, dx \]

\[ = \sum_{r=0}^{\infty} 2^{2m+r-2} \frac{\Gamma(m+r) \Gamma(b+r) \Gamma(c) \frac{(a)_r}{2^r}}{\Gamma(2m+r) \Gamma(c+r) \Gamma(b)} \frac{1}{2^r}, \]
By using the Legendre duplication formulae

\[ \Gamma(2m) = \frac{1}{\sqrt{2\pi}} 2^{2m-1/2} \Gamma(m) \Gamma \left( m + \frac{1}{2} \right), \]

then,

\[ \int_0^1 (1-x^2)^{m-1} \frac{\Gamma(\alpha, \beta)}{\Gamma(\alpha + \beta - 1)} \left( \frac{1-x}{2} \right)^{1/2} \, dx = \sum_{r=0}^\infty \frac{1}{2^r} \beta \left( \frac{1}{2}, m \right) \frac{1}{r!} \left( \frac{1}{2} \right)^r. \]

\[ \int_0^1 (1-x^2)^{m-1} \varphi_p(a, b; c; \frac{1-x}{2}) \, dx = \sum_{r=0}^\infty \frac{1}{2^r} \beta \left( \frac{1}{2}, m \right) \frac{1}{r!} \left( \frac{1}{2} \right)^r. \]  

(ii)

\[ \int_0^1 (1-x^2)^{m-1} \varphi_p(a, b; c; \frac{1-x}{2}) \, dx = \sum_{r=0}^\infty \frac{1}{2^r} \beta \left( \frac{1}{2}, m \right) \frac{1}{r!} \left( \frac{1}{2} \right)^r. \]

(iii)

\[ \int_0^1 (1-x^2)^{m-1} \varphi_p(a, b; c; \frac{1-x}{2}) \, dx = \sum_{r=0}^\infty \frac{1}{2^r} \beta \left( \frac{1}{2}, m \right) \frac{1}{r!} \left( \frac{1}{2} \right)^r. \]

where \( x \in \mathbb{C}; p \leq q; a_i, b_j \in \mathbb{C}; b_i \neq 0, -1, -2, \ldots; i = 1, 2, \ldots, p; j = 1, 2, \ldots, q. \)

The next theorem considers the behaviour of the generalized Gauss hypergeometric function (GGHF) using the gamma function.

**Theorem 3.6.**

\[ \lim_{y \to x^n} (\Gamma(y))^{-1} F_p(a, b; \gamma; x) = \frac{\beta_p(a, b; c; d; e; f; g; \ldots; i; j; k; l; m; n; o; p; q; r; s; t; u; v; w; x; y) \, x^r}{\Gamma(b, \gamma - b) \, \beta(b, \gamma - b)} \]

\[ \sum_{r=0}^\infty \frac{\beta_p(a, b; c; d; e; f; g; \ldots; i; j; k; l; m; n; o; p; q; r; s; t; u; v; w; x; y) \, x^r}{\Gamma(b, \gamma - b) \, \beta(b, \gamma - b)} \]

**Proof.** Making use of (8), gives

\[ F_p(a, b; \gamma; x) = \sum_{r=0}^\infty \frac{\beta_p(a, b; c; d; e; f; g; \ldots; i; j; k; l; m; n; o; p; q; r; s; t; u; v; w; x; y) \, x^r}{\Gamma(b, \gamma - b) \, \beta(b, \gamma - b)} \]

and accordingly,

\[ \lim_{y \to x^n} (\Gamma(y))^{-1} F_p(a, b; \gamma; x) = \frac{\beta_p(a, b; c; d; e; f; g; \ldots; i; j; k; l; m; n; o; p; q; r; s; t; u; v; w; x; y) \, x^r}{\Gamma(b, \gamma - b) \, \beta(b, \gamma - b)} \]
\[
= \lim_{y \to -n} \frac{1}{\Gamma(y)} \sum_{r=0}^{\infty} (a)_r \frac{\beta_p^{(a,\beta)}(b + r, \gamma - b)}{\beta(b, \gamma - b)} \frac{x^r}{r!} \cdot
\]

and using (7), we obtain

\[
= \sum_{r=0}^{\infty} (a)_r \int_0^1 t^{b+r-1}(1-t)^{y-b-1} \frac{1}{r!} \Gamma^r \left( \frac{\beta_p^{(a,\beta)}(b + r, \gamma - b)}{\beta(b, \gamma - b)} \right) \frac{x^r}{r!} dt \\
\times \lim_{y \to -n} \frac{1}{\Gamma(b)\Gamma(\gamma - b)}.
\]

\[
= \sum_{r=0}^{\infty} (a)_r \frac{1}{\Gamma(b)} \int_0^1 t^{b+r-1}(1-t)^{-b-1} \frac{1}{r!} \Gamma^r \left( \frac{\beta_p^{(a,\beta)}(b + r, \gamma - b)}{\beta(b, \gamma - b)} \right) \frac{x^r}{r!} dt \\
\times \lim_{y \to -n} \frac{(1-t)^y}{\Gamma(n-b)} dt,
\]

\[
= \sum_{r=0}^{\infty} \frac{(a)_r}{\Gamma(b)} \int_0^1 t^{b+r-1}(1-t)^{-b-1} \frac{1}{r!} \Gamma^r \left( \frac{\beta_p^{(a,\beta)}(b + r, \gamma - b)}{\beta(b, \gamma - b)} \right) \frac{x^r}{r!} dt \\
\times (1-t)^{-n} \frac{1}{\Gamma(-n-b)} dt.
\]

Now the substitution \( r = n + s + 1 \), yields

\[
\sum_{s=0}^{\infty} (a)_n \frac{1}{\Gamma(-n-b)} \int_0^1 t^{b+n+s}(1-t)^{-b-1} \frac{1}{r!} \Gamma^r \left( \frac{\beta_p^{(a,\beta)}(b + n + s + 1, -b - n)}{\beta(b + n + s + 1, -b - n)} \right) x^r dt,
\]

\[
= \frac{x^{n+1}}{\Gamma(-n-b)} \sum_{s=0}^{\infty} (a)_n \frac{1}{(n+s+1)!} \beta_p^{(a,\beta)}(b + n + s + 1, -b - n) x^s,
\]

\[
= \frac{x^{n+1}}{\Gamma(-n-b)} \sum_{s=0}^{\infty} \frac{(a+n+s)!}{(n+s+1)!} \beta_p^{(a,\beta)}(b + n + s + 1, -b - n) x^s.
\]

The particular expressions for the generalized Gauss hypergeometric function (GGHF) and confluent hypergeometric function (GCHF) may be obtained as special cases of formula \( 41 \). This is given in the following corollary

**Corollary 11.**

(i)

\[
\lim_{y \to -n} (\Gamma(y))^{-1} _2F_1(a, b; \gamma; x)
\]

\[
= \frac{x^{n+1} (a)_n (b)_{n+1}}{(n+1)!} \frac{1}{\Gamma(-n-b)} \beta_p^{(a,\beta)}(b + n + 1, -b - n) x^n
\]

\[
= \frac{x^{n+1} (a)_n (b)_{n+1}}{\Gamma(-n-b)} \sum_{s=0}^{\infty} \frac{(a+n+s)!}{(n+s+1)!} \beta_p^{(a,\beta)}(b + n + s + 1, -b - n) x^s
\]

(ii)

\[
\lim_{y \to -n} (\Gamma(y))^{-1} \psi_p^{(a,\beta)}(b; \gamma; x)
\]
4. Concluding Remarks

In this paper, we have expressed explicitly the $n$th derivative of Gauss hypergeometric and confluent hypergeometric functions in terms of the hypergeometric functions themselves. Some new integrals involving such functions are obtained. Many important results are also given. We hope to extend our results for special functions in the near future.
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