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Abstract 
Optimal, in the sense of automatic speech recognition (ASR) accuracy maximum, 

parameters of the late reverberation suppression technique have been proposed in this 

paper. It was shown that the value 50 ms as boundary between early reflections and late 

reverberation, which usually is used when problems of speech quality and intelligibility 

is studied, isn’t best for ASR systems, for which optimal value is 100 ms. It was shown 

also that, when estimating late reverberation power spectrum, an optimal value of 

averaging parameter should be associated with statistical speech constants such as 

phoneme and stationary durations. Several speech quality indicators were used, and it 

was found that recognition accuracy is the best indicator in the sense of ability to inform 

the user about reached compromise between reverberation suppression and speech 

distortion. 

1. Introduction 

Modern telecommunications and ASR systems operate sometimes in very difficult 

acoustic environments. For example, when speaker is in room characterizedwith room 

impulse response (RIR) )(th  and microphone is located at considerable distance from 

the speaker’s mouth which is the source of speech signal )(tx , the reverberated speech 

signal is observed at the output of the microphone 
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Here ⊗ is convolution symbol. Signal’s )(ty quality becomes degraded as compared 

with one for signal )(tx . Moreover, ASR systems recognition accuracy decreases when 

signal )(ty  is input, because of these systems are usually trained with undistorted speech 

signals )(tx  [1-2]. 

When decomposing RIR (Fig. 1) into early reflections and late reverberation 
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signal )(ty  can be represented as 

)()()()( trtxthty i +⊗= .                                  (1) 
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Here )()()( ll Ttxthtr −⊗=  is component due to late 

reverberation, and lT  is time corresponding to boundary 

between early reflections and later everberation. When 

assuming that the terms of (1) are statistically independent, it 

has become clear why late reverberation may be interpreted 

as kind of noise. Unfortunately, strong non-stationarity of late 

reverberation makes ineffective traditional techniques of 

noise suppression, because these techniques are designed for 

stationary or slow non-stationary noise. 

 

Fig. 1. RIR structure 

Speech correction in frequency domain is one of the most 

widely used approach to noise suppression, and it was used 

in [3-4] for later everberation suppression. Analytically the 

technique is described as 

),(),(),(ˆ 2121 klklGkl yx λ=λ , 

where ),( klyλ  is l -th frame power spectrum of signal 

)(ty  at frequency fftsk NkFf /= ; sF  is sampling rate; fftN  

is FFT parameter; k  is number of frequency sample; 

),(ˆ klxλ  is l -th frame power spectrum estimator of signal 

)(tx ; ),( klG  is correction filter gain. Phase of distorted 

signal )(ty  is used as enhanced signal )(ˆ tx  phase. 

When distance between sound source and microphone is 

more than critical one, late reverberation power spectrum 

),( klrλ  need be estimated as follows [3-4]: 

),(),(
)(2

kNlekl ly
Tk

r
l −λ⋅=λ δ−

,                        (2) 

where incll TTN /= ; incT  denotes the frame shift value; 

)(10ln2)( 60 kTk =δ ; )(60 kT  is reverberation time. 

It was proposed in [3] use running averaging when power 

spectrum ),( klyλ  is estimated. Averaging parameter zη  

( 10 <η≤ z ) is used for controlling of the time interval 

duration of averaging spectrogram ),( klY of signal )(ty : 

2
),()1(),1(ˆ),(ˆ klYklkl zyzy η−+−λη=λ .               (3) 

Equation (3) was modernized in [4] as follows: 

2
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A lot of claims can be made to the results of [3-4].  Firstly, 

there was not made an attempt to optimize parameter lT  used 

in (2). Secondly, there was not took into account the 

statistical characteristics of the speech in the averaging 

procedures (3)-(7). As a result, the constant 9.0=ηz proposed 

in [3] for the range of reverberation time 7.14.060 −=T  s 

looks not well-founded. In addition, this proposal is not 

consistent with (6), according to which )(kd
zη must be 

chosen taking into account the reverberation time )(60 kT . 

Finally, it was not experimentally confirmed in [4] the 

insistent need of parameter ),( klzη dependence on variable 

l , and the ratio (7) looks too uncertain. 

Attempts to eliminate some of these shortcomings had 

been made in [6-9]. The optimum value of lT  had been 

experimentally evaluated in [6], and the results were refined 

in [7]. In addition, the possibility of optimization of the 

averaging procedures had been studied in [7] and it was 

shown experimentally that a simple averaging (3) can lead to 

better results than the cumbersome procedure (4)-(7). 

Recommendations on the deriverberation algorithm 

optimization in the absence of a priori information about RIR 

characteristics were obtained in [8]. Analysis of features of 

some objective indicators of deriverberation algorithm 

quality had been performed in [9]. 

In this paper, the results of [6-9] are refined, expanded and 

equipped with extended comments. 

Significant research efforts have been directed to the area 

of speech quality and intelligibility assessment. Results of 

investigation of the use of automated speech recognition 

technology as a means to evaluate coding algorithms for 

digital speech had been presented in [10-11].The word 

recognition ratio as performance metric was used in [11], 

whereas phoneme recognition ratio was used in [10]. It was 

shown in [12] that ASR systems recognition accuracy and 

speech quality indicator PESQ are two of the best measures 

for intelligibility estimation, though ASR fails at high noise 

condition. The results support the idea that no measure works 

universally well, and it was emphasised that before choosing 

a measure for system evaluation, the suitability should be 

assessed. 

That’s why another important objective of this paper is 
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comparing the ability of different objective quality measures 

to inform user about reaching compromise between 

reverberation suppression and speech distortion. 

2. Dereverberation Optimality Criteria 

It is natural to assume that, when changing the 

dereverberator parameters lT  and 
d
zη , it is possible find 

their optimal values which maximize the quality of speech 

signals and the accuracy of automatic speech recognition (Fig. 

2). 

 

Fig. 2. Dereverberation quality indicators 

When estimating speech quality, segmental Signal-to-

Reverberation Ratio (SRR) 
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are often used. Here ),( nlx and ),(ˆ nlx are n -th samples of l -

th frame of anechoic speech signal )(tx and enhanced signal

)(ˆ nx , respectively; ),( klX and ),(ˆ klX are spectrograms of 

signals )(nx and )(ˆ nx , respectively; )},({ klXB and

)},(ˆ{ klXB are bark spectrums of l -th frame of signals )(nx

and )(ˆ nx , respectively. Furthermore, Perceptual Evaluation of 

Speech Quality (PESQ) is effective indicator of speech 

quality. PESQ estimation algorithm is described in [13]. 

Quantitative evaluation of dereverberation performance 

can been made also by means of end-to-end quality index 

“ASR accuracy” [14]: 

%100)(% ×−−−= NISDNAcc . 

Here N  is the total number of labels in the reference 

transcriptions; D  is the number of deletion errors; S  is the 

number of substitution errors; I  is the number of insertion 

errors. 

3. Experimental Results 

Clean speech signals (single words) were recorded in 

anechoic room and had been used for ASR system training. 

Parameters of digitized sounds were: sampling rate 22050 Hz, 

linear 16 bitquantization. Reverberated signals had been 

simulated by convolving of clear speech and RIRs for three 

rooms with reverberation times 0.74 s, 0.89 s and 1.1 s. 

Signal frames with 50% overlapping and Hamming 

window were used for signal processing. Frames duration 

was 32 ms. Reverberation time was estimated by applying 

Schroeder’s method [15] to a band pass filtered versions of 

the RIRs. Moreover, it was taken )(5,0)( kk d
y

a
y η⋅=η . 

Toolkit HTK [14] had been used for ASR system 

simulation. Training of ASR system had been made with 

usage of 269 samples of 27 words of clean speech recorded 

for two speakers-women. Reverberated discrete speech signal 

(there were 0.2…0.5 s pauses between single words) was 

used as test signal, and there were presented, in testing, all 27 

words used in training. There were 27 phonemes of 

Ukrainian language in phoneme vocabulary and there had 

been used 39 MFCC_0_D_A coefficients when ASR 

simulating. 

Dereverberation procedure was implemented using log 

MMSE technique [5]. In this case, the power spectrum 

),( klyλ  of the reverberated signal was estimated in two 

ways: 

1 in accordance with (4)-(7); 

2 in accordance with (4)-(7), but )(kd
zη assumed to be 

independent from k : 10 <η≤ d
z . 

Dependences of %Acc , SRR, LSD, BSD and PESQ on 

the parameters lT  and 
d
zη  ( )(kd

zη  assumed to be 

independent from k ) are shown in Fig. 3. These graphics are 

somewhat different from those given in [9] and the graphs 

are more correct, because compared signals were normalized 

by the standard deviation. Note that these graphs are 

averaged over the parameter 60T . %Acc  graphs, which are 

not average dover parameter 60T , can be found in [7]. 

For further testing of the effectiveness of averaging 

procedures (3) and (4)-(7), an alternative variant of the power 

spectrum ),( klyλ  estimation was realised for 60T =0.74 s: 
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were )(kSw is Bartlett window (the effective window width 

was varied in the range of 30-280 Hz). The procedure (8) 

validation was the assumption that averaging on frequency of 

period grams of consonants may be useful for reducing the 

variance of the ),( klyλ estimate. Decision rule "vowel-

consonant" had the form: 
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where )(0 lf is the zero-crossings frequency of signal )(ty  in 

the l -th frame. 

Result of comparing the best curves of Fig. 3,a with 

similar curve, calculated for )(kd
zη , which was chosen as 

upper-bound of (6) (the curve is denoted as “et zd = old”) is 

shown in Fig. 4a. It is evident that choice of 

75.066.0 …≈ηd
z  provides recognition accuracy which is 6% 

better then one for frequency dependent )(kd
zη . As far as 

speech quality PESQ, results are similar and shown in Fig. 4b. 

It is evident that choice of 5.0=ηd
z  provides speech quality, 

which is aloud better then one for )(kzη  chosen as upper-

bound of (6). 

Experimental studies carried out for the case of 60T = 0.74 

s, 100≈lT  ms and 67.05.0 −=ηd
z , had showed that %Acc

=44% for procedure (8), which is considerably less %Acc

=78% for procedures (3)-(7). Thus, the time averaging in (3)-

(7) is much more effective than frequency averaging in (8). 

Studying of )%( lTAcc  and )( lTPESQ for 5.0=ηd
z  and 

d
z

a
z mη=η  ( 9.01.0 −=m ) shows that %Acc  and PESQ are 

independent on 
a
zη  (Fig. 5). 

 

a 

 

b 

 

c 

 

d 

 

e 

Fig. 3. Different indicators as functions of lT  and 
d
zη  
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a 

 

b 

Fig. 4. %( )lAcc T  (a) and ( )lPESQ T  (b) for constz =η  and )(kzη  

 

а 

 

b 

Fig. 5. %( )lAcc T  (a) and ( )lPESQ T  (b) for , 0.1 0.9= = −a d

z zm mη η , 

5.0=ηd
z  

4. Discussion 

Two objectives were formulated in this paper: parameters 

optimization of late reverberation suppression technique and 

studying of utility of indexes used for this optimization. 

4.1. Quality of Indexes 

Presence and severity of extrema in Fig. 3 graphs indicates 

the ability of the indexes %Acc , PESQ, BSD,SRR and LSD, 

to inform the user about existence of the parameters lT and 

d
zη  optimum values, for which a compromise is reached 

between the late reverberation suppression and speech 

distortion. Changing the parameter lT , as it follows from (2), 

allows to control the total power of late reverberation 

spectrum estimator. At the same time, changing the averaging 

parameter 
d
zη , as it follows from (3)-(7), allows to control 

variance and bias of late reverberation spectrum estimator on 

different frequencies. 

As it can be seen from Fig. 3a, ),%( d
zlTAcc η  maximum is 

reached for 100≈lT  ms and 75,066,0 −≈ηd
z , and the 

maximum is expressed quite clearly. More complicated is the 

behavior of other indicators. ),( d
zlTPESQ η  (Fig. 3b) has 

global maximum at 66,05,0 −≈ηd
z , 16≈lT ms, however, the 

)( lTPESQ does not contain a local extremum. At the same 

time, )( lTPESQ has local extremum at 100≈lT  ms and 

2,00 −≈ηd
z . Indicator BSD (Fig. 3c) has minimumat

66,05,0 −≈ηd
z , however, )( lTBSD  does not contain a local 

extremum for any 
d
zη . Relationships )( lTSRR and )( lTLSD  

(Fig. 3dand 3e) demonstrate existence of weak extrema for

100≈lT  ms at 2,00 −≈ηd
z . Relationships )( zSRR η and

)( zLSD η hasnolocal extreme at any lT . 

Thus, these results indicate disparity between indicators 

SRR, LSD, BSD and PESQ, as well as their relatively low 

self-descriptiveness, as compared with indicator %Acc . That 

is why in the future we prefer using of indicator %Acc , 

though we will use also indicator PESQ, which is traditional 

in telecommunications. 

4.2. Optimal Parameters Values 

Let us compare results reported in this paper with similar 

results of [3-4] in terms of the choice of parameters lT  and 

d
zη . The problem of choosing optimal lT  value was not 

posed in [3-4], where it was taken 50≈lT  ms in 

experimental studies. As follows from Fig. 3 graphs, this lT

choice is somewhat worse (about 8%) compare to 100≈lT ms 

in the sense of indicator %Acc , and is somewhat better 

(about 0.05) in the sense of indicator PESQ. When listening 

to the dereverberated signal in case of 100≈lT ms, it seems 

more preferable as compared with the case of 50≈lT ms. 



 Computational and Applied Mathematics Journal 2015; 1(3): 60-66  65 

 

Regarding the choice of the parameter
d
zη , analysis of 

graphs Figs. 4 and 5 shows that simple, in terms of technical 

implementation, the averaging procedure (3) is more 

effective compare to more complex procedure (4)-(7). 

However, parameter 9,0=ηz  value proposed in [3] does not 

coincide with the value 75,066,0 −≈ηd
z  found in our 

experiments. With regard to ratio (6) proposed in [4], we note 

two points. Firstly, this ratio had been suggested without any 

justification. Secondly, it was recognized the approximate 

nature of (6) in [4]: “…in practice )(kd
zη should be chosen 

slightly higher than the upper-bound…”. Finally, it is 

surprising that speech constants, such as stationarity duration

≈statT 30-40 ms [16] and the average phonemes duration

≈phonT 120-150 ms [17], were not considered in [3-4], when 

choosing averaging parameter
d
zη . 

Try to find answers to these questions concerning the 

choice of 
d
zη . 

It can be shown that power spectrum ),( klyλ  of 

reverberated signal )(ty  may be regarded as the result of 

running averaging of clear speech period grams 
2

),( klX : 

),(
2

),(
2

klkl срxy λ
δ

σ=λ ,                       (9) 

( ) 222
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Equation (9) involves averaging parameter 

inc
inc

Td
z

T
Te inc

δ+
≈δ−≈=η δ−

21

1
21

2
,    [ 12 <<δ incT ].   (10) 

Matching of (10) and (6) suggests that the ratio (6) had 

been prepared in the same way. If it is so, then the ratio (6) is 

not accurate enough since it does not take into account 

statistical properties of speech signals. 

It seems more correct the way of 
d
zη  choice in which, at 

first, the effective interval effaverT  of adjacent period grams 

averaging is chosen in accordance with requirement: 

phoneffaverstat TTT << ,                         (11) 

further, the number of period grams, averaged over the 

interval effaverT  (Fig. 6) is determined: 

incincframeeffavereffaver TTTTn )( +−= ,           (12) 

and, finally, parameter 
d
zη  value is calculated: 

incframeeffaver

frameeffaver

effaver

d
z

TTT

TT

n +−
−

=−=η 1
1 .          (13) 

We can now verify the relations (11)-(13) validity. For 

example, for values frameT =32 ms and incT  =16 ms adopted in 

the paper, we obtain effaverT = 60…80 ms from (13) for 

75,067,0 …≈ηd
z values, which are optimal in the sense of

)%( zAcc η maximum value. This result is consistent with 

(11). Another example: there were adopted sF =8 kHz, 

frameT =16 ms, incT =4 ms, 
d
zη =0,9 in [5] for 7.14.060 −=T s. 

Given (13), we can find effaverT = 52 ms, and this value is 

also in good compliance with (11). Note that it was not taken 

into account the dependence of 
d
zη on 60T  in (13), though 

our experiments have shown reality of the dependence. 

 

Fig. 6. Area of effective averaging 
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It is possible double interpretation of Fig. 5 graphs 

behaviour: a relations (5) and (7) do not fulfil their role, or 

experimental conditions were not correct. It should be 

recognized that the second variant of the interpretation may 

be right, because a lot of words in the test speech signal 

began with the same hissing phoneme "s". Therefore, the 

question of whether the averaging parameter 
d
zη  must 

depend on l , needs of further research. 

5. Conclusion 

When dereverberator is used as a pre-processor of ASR 

system, speech recognition accuracy %Acc has the best 

ability to inform the user about reached compromise between 

late reverberation suppression and speech signal distortion. 

Therefore, it is inexpediently to replace the end-to-end 

indicator %Acc  by the partial criteria SRR, LSD, BSD and 

PESQ, commonly used in the examination of 

telecommunications. Moreover, on the basis of the results 

obtained, the indicator %Acc  can be recommended as a 

universal indicator of the speech quality in 

telecommunication. 

The value 50≈lT ms of boundary between early 

reflections and late reverberation, which had been proposed 

when problems of speech quality and intelligibility were 

studied, isn’t best for ASR systems, for which optimal value 

is 100≈lT . It was proposed in the paper to use ratio 

)/()( incframeeffaverframeeffaver
d
z TTTTT +−−=η for

50 80< <aver effms T ms , when choosing the optimal 

averaging parameter zη  value. The basis for this proposal is 

assumption that the averaging time interval should be 

associated with statistical speech constants, such as the 

phoneme and stationarity interval durations. 

Presented in this paper results had been obtained for case 

of known RIR, but there are not fundamental obstacles to use 

them upon blind estimation of )(60 fT . 
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