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Abstract 
One trap one recombination center model was proposed to explain thermoluminescence 

emission and it should be emphasized that the model has its own allowed charge carrier 

transitions, trapping parameters and differential equations set. The equations are not 

linear and thus analytical solutions are not possible. Therefore, numerical solutions of the 

thermoluminescence equations have been effectively used in thermoluminescence 

studies. In this paper the one trap one recombination center model is solved, numerically 

by using Explicit Euler, Generalized Euler, Classical Runge-Kutta, Implicit Runge-Kutta 

and Explicit Runge–Kutta methods for different step sizes and differential orders. In 

order to comparison of the simulations, some experiments are also performed. Moreover, 

experimental trap parameters are used as initial conditions in the simulations. Because 

working precision is held as many digits throughout the numerical solutions, very precise 

figure of merit values are calculated. Number of simulations show that when difference 

between the FOM values, which calculated by using various numerical methods, are very 

small, the shortness of calculation time seems to be a good criterion in the choice of 

method. 

1. Introduction 

Thermoluminescence (TL) event is well established with several physical models. 

Moreover, charge carrier concentrations and TL intensities are given by differential 

equation sets. Although the models are relatively basic, analytic solutions of the 

differential equations are not possible. Therefore, approximate numerical simulations 

must be performed for the comparisons of the experimental measurements and models. 

Numerical solutions of the TL equations are widely used in TL applications. Pros and 

cons arguments of the numerical solutions of the TL equations were argued by 

McKeever [1] and Chen and McKeever [2] and Chen and Pagonis [3]. The first 

numerical approximation of the TL equations was performed by Kemmey et al [4] and 

numerical solutions were given by Kelly et al [5] for the first time. Moreover, Shenker 

and Chen [6], Chen et al [7] and many others have published numerical solutions of the 

TL equations up to now. 

Lots of numerical methods are available such as Euler Methods and Runge Kutta 

Methods for numerical solutions of differential equations. Each numerical methods uses 

own adaptive procedures such as size of the steps and sums of products of partial 

derivatives. Commonly, numerical solutions of the differential equations start at a 

particular values of variables (such as appropriate initial conditions) and then takes a 

sequence of steps to find solutions iteratively. Nevertheless, some of the methods give 

faster results and the others give more precise results. An intelligent approach is to  
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choose sufficiently precise and fast method. Besides, success 

of the numerical calculation is controlled by FOM values [8] 

between calculated and experimental glow curves [9]. 

Therefore, it is desirable that the FOM value is at the lowest 

possible value for a good fit. 

In this paper, one trap one recombination (OTOR) model 

are chosen and numerical solutions of its differential 

equations set are performed. For this purpose, we apply 

Explicit Euler, Generalized Euler, Classical Runge-Kutta (3-9 

order), Implicit Runge-Kutta (3-9 order), Explicit Runge–

Kutta (3-8 order), Explicit Runge–Kutta with Felhberg 

Coefficients (3-9 order), Explicit Runge–Kutta with Bogacki-

Shampine Coefficients (3-9 order) methods to OTOR model. 

All numerical simulations are performed in Mathematica 8.1. 

Besides, an experimental first ordered glow curve is 

measured and its TL trap parameters are determined. Results 

are compared with numerical glow curve and figure of merit 

(FOM) are calculated. 

2. Method 

2.1. OTOR Model 

According to the OTOR model (Figure 1) there are three 

allowed transitions are available; trapped electrons can be 

released by thermally; free electrons are trapped by N or 

recombined. Here, N is trapping states (in cm
−3

) and with 

instantaneous occupancy n. The activation energy for the 

electron trap is Ee (in eV) and the frequency factor is se (s
−1

). 

k is the Boltzmann constant (k = 8.617×10
-5

 eV K
−1

) 

 

Figure 1. Schematic energy level diagram of otor model. 

Differential equations representing the charge carrier 

traffic as a function of temperature and time are given: 
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Here, Ate and Are are re-trapping and recombination 

probability coefficients and η is the radiative efficiency. If all 

recombination causes photon emission and all photons are 

detected, η is approximately equal to 1. If Are=1 and Ate=0 is 

taken, otor model can be represent experimental first order 

glow curve. 

2.2. Experimental Methods 

Samples used in this study is α-Al2O3 powder. α-Al2O3 has 

four TL peaks and the first peak is located at 117±2°C. In 

order to isolate of the first peak, some experimental 

procedures are performed. Firstly, α-Al2O3 sample is 

annealed at 600°C for 15 min to erase any residual radiation 

effects. Then, it is spread on thin aluminum disk about 10mg 

and it is irradiated at room temperature using the beta rays 

from a calibrated 
90

Sr–
90

Y source. Full glow curve of the 

sample is recorded between 40-400°C temperature ranges 

using linear heating rate as reference. Thereafter, the 

annealing and irradiation procedure repeated. The sample is 

heated up to Ts and cooled to room temperature. Lastly, full 

glow curve of the sample is recorded again. Last glow curve 

is subtracted from the reference and the peak is obtained in 

isolated manner. The procedures are repeated several times 

for different Ts. Ts’s are chosen between 100°C-140°C. After 

then trap parameters are calculated by using peak shape, 

various heating rate (β=1-3°C/s) and initial rise methods. The 

details of the methods can be found in books and reviews. no 

value is calculated as area under the experimental glow curve 

in Figure 3. Results are given in Table 1. The experimental 

trap parameters given in Table 1 are the average values of the 

experimental results of all the calculation methods. TL glow 

curve of the α-Al2O3 is show in Figure 2 and isolated first 

peak is shown in Figure 3. 

Table 1. Experimental trap parameters. 

 Ee (eV) Se (s
-1) no (cm-3) Imax (counts) b 

FOK peak 0.89±0.02 2.17±0.07×1010 117286 3130 1.00 



 AASCIT Journal of Physics 2017; 3(5): 36-43 38 

 

 

Figure 2. Thermoluminescence glow curve of the α-Al2O3. 

 

Figure 3. Experimental first order glow curve of α-Al2O3 powder. The peak is isolated from others and located at 117±2°C. Calculated numerical first order 

glow curves for Ee=0.89eV, Se=2.17×1010s-1, Are=1, nco=0, Ate=0, N=1.17×105cm3s−1, no=1.18×105cm3s−1. 

2.3. Numerical Analysis 

In this study, all numerical solutions are calculated 

iteratively. Each solution is started from a given initial 

particular value of no, nco at Tmin, and then takes a sequence of 

steps, trying eventually to cover the whole range Tmin to Tmax. 

Numerical simulations are performed by using experimental 

glow curve and the following experimental parameters: 

Ee=0.89eV, Se=2.17×10
10

s
-1

, N=no=1.17×10
5
cm

3
s

−1
 and other 

parameters are chosen realistically. As a result, the initial value 

for Are is set 1 and Ate is set 0 for first order kinetic. Numerical 

methods used in this work are; 

Explicit Euler [10, 11], 

Generalized Euler [11, 12], 

Classical Runge-Kutta [12, 13], 

Implicit Runge–Kutta [13, 14], 

Explicit Runge–Kutta with Fehlberg coefficients [15] 

and Explicit Runge–Kutta with Bogacki–Shampine 

coefficients [16, 17] methods. 

Simulations of the models are performed in Mathematica 

8.1 [18–20]. 

3. Results 

Numerical solutions of the OTOR model are performed by 

using Explicit Euler, Generalized Euler, Classical Runge-

Kutta (3-9 order), Implicit Runge-Kutta (3-9 order), Explicit 

Runge–Kutta (3-9 order), Explicit Runge–Kutta with 
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Felhberg Coefficients (3-9 order) and Explicit Runge–Kutta 

with Bogacki-Shampine Coefficients (3-9 order) methods for 

different step sizes and differential orders. In order to make 

comparison easier, glow curves of the experiment and 

simulations are drawn together and figure of merit (FOM) [1, 

8] is also calculated. In order to see the difference between 

the results obtained, the values of FOM are given in many 

digits. Size of steps are selected as 0.1×10
-5

-0.1×10
0
 but 

some of the methods cannot solve the equations for the given 

set of experimental parameters and glow curve. Therefore 

glow curve is normalized and size of steps are rearranged for 

these methods. For instance, size of steps are selected as 

2.5×10
-5

-0.1×10
-5

 for Explicit Euler, Explicit Runge-Kutta 

and Classical Runge-Kutta methods. Additionally, Explicit 

Euler and Explicit Runge-Kutta methods are also applied to 

normalized glow curve for size of steps of 0.1×10
-5

-0.1×10
0
. 

Differential equations of the OTOR model is solved 

numerically by using Explicit Euler, Generalized Euler, 

Classical Runge-Kutta, Implicit Runge-Kutta, Explicit Runge–

Kutta, Felhberg and Bogacki-Shampine methods and results of 

a number of runs are shown in Figure 4-10, respectively. In 

each case, numerically calculated glow curve has been 

compared with experimental glow curve and FOM is 

calculated. For each of the points illustrated in the figures all of 

the trapping parameters are held constant as in Table 1 and the 

size of step is varied, as indicated in the figure captions. 

 

Figure 4. Simulation results of the Explicit Euler method: (a) FOM values are shown as red dots and (b) number of iterations are shown as gray bars. Size of 

step is varied from 2.5×10-5 to 0.1×10-5. 

The main point regarding the Figure 4a, b is that the number of iterations and calculating time is related to size of steps. 

Moreover, FOM value is improved by the decreasing of the size of steps. 

 

Figure 5. Simulation results of the Generalized Euler method: (a) FOM values are shown as red dots and (b) number of iterations are shown as gray bars. 

Size of step is varied from 1.0×10-1 to 0.1×10-5. 

In Figure 5a, b we find that even when size of steps are varied, the number of iterations and calculating times remain nearly 

constant. The best FOM value is calculated when size of steps is equals to 1.0×10
-2

. 
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Figure 6. Simulation results of the Classical Runge-Kutta method: (a) FOM values are shown as red dots and (b) number of iterations are shown as gray bars. 

Size of step is varied from 2.0×10-5 to 1.0×10-5. 

It is easy to see from the Figure 6a, b that the number of iteration and calculating time are varied with size of step and 

differential order. Here, the best FOM value is calculated when size of step and differential order equals to 1.8×10
-5

 and 9, 

respectively. 

 

Figure 7. Simulation results of the Implicit Runge-Kutta method: (a) FOM values are shown as red dots and (b) number of iterations are shown as gray bars. 

Size of step is varied from 1.0×10-1 to 1.0×10-6. 

From Figure 7a and b, obviously, the number of iteration and calculating time are increased with size of step and differential 

order. For the method the best FOM value is calculated when size of step and differential order equals to 3×10
-1

 and 3, 

respectively. 

 

Figure 8. Simulation results of the Explicit Runge-Kutta method: (a) FOM values are shown as red dots and (b) number of iterations are shown as gray bars. 

Size of step is varied from 2.5×10-5 to 1.0×10-5. 
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From Figure 8a and b, it is concluded that the number of iteration and calculating time are increased with size of step and 

differential order. Besides, the best FOM value is calculated when size of step and differential order equals to 1.8×10
-5

 and 9, 

respectively. 

 

Figure 9. Simulation results of the Fehlberg Method: (a) FOM values are shown as red dots and (b) number of iterations are shown as gray bars. Size of step 

is varied from 1.0×10-1 to 1.0×10-6. 

Results of a number of runs in Figure 10a, b show that although the number of iteration and calculating time is independent 

of step size, it is increased by differential order. Additionally, the best FOM value is calculated when size of step and 

differential order equals to 1.8×10
-5

 and 9, respectively. 

 

Figure 10. Simulation results of the Bogacki-Shampine Method: (a) FOM values are shown as red dots and (b) number of iterations are shown as gray bars. 

Size of step is varied from 1.0×10-1 to 1.0×10-6. 

Like in the previously discussed results of the Fehlberg 

Method, from Figure 10a, b one can be seen that although the 

number of iteration and calculating time is independent of 

step size, it is increased by differential order. Additionally, 

the best FOM value is calculated when size of step and 

differential order equals to 1×10
-3

 and 6, respectively. 

4. Discussions 

The results obtained by applying the Explicit Euler method 

to the OTOR model show that if size of step is smaller than 

2.5×10
-5

, differential equations set of the model can be solved 

numerically for the given set of initial parameters. Results 

show that FOM value is decreased by the decreasing of the 

size of steps. In the simulations, the smallest size of step is 

taken as 0.1×10
-5

 and the best FOM value is calculated for 

~1.59×10
8
 iterations. Even though smaller step size give 

more accurate FOM value, number of iteration and 

calculation time are increases. For instance when size of step 

decreases from 0.5×10
-5

 to 0.1×10
-5

, number of iteration 

increases nearly five times. Although using the small step 

size increases the calculation time, it causes an improvement 

of the FOM value. 

On the other hand, numerical solutions of the OTOR 

model by performing Generalized Euler method show that 

number of iteration is not depend on size of step. Note that 

~1.30×10
7
 iterations are performed if size of step is equal to 

1.0×10
-1

 whereas ~1.30×10
7
 iterations are performed if size 

of step is equal to 0.1×10
-5

. Although there are no any 

limitation for the size of step for given initial parameters, the 

best value of FOM is calculated for step size of 1.0×10
-2

 and 

it is in excellent agreement with the experimental result. 
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Results of the Classical Runge-Kutta method for different 

size of step and differential order show that number of 

iteration is heavily depend on size of step and differential 

order of the method together. For example, when size of step 

decreases from 2×10
-5

 to 1×10
-5

, number of iteration 

increases nearly doubles for all order of Classical Runge-

Kutta methods. In addition, although the same size of step is 

used, number of iteration is also increased by using higher-

order Classical Runge-Kutta method. For example, when 

differential order is equal to 3, ~6.36×10
7
 iterations are 

performed for step size of 10
-5

. When differential orders is 

equal to 9, ~2.57×10
8
 iterations are performed for the same 

step size of 10
-5

. Even though the number of iteration 

increases with the decreasing of the step size, no 

improvement in FOM value is observed. Moreover, the best 

FOM result is calculated at low iteration number. Besides, 

the best FOM value is calculated when step size is equal to 

1.8×10
-5

 for third order Classical Runge-Kutta method. 

Nevertheless the best FOM values are calculated when step 

size is equal to 2.0×10
-5

 for all other order Classical Runge-

Kutta methods. 

The conclusions obtained by employing the Implicit 

Runge-Kutta method to the OTOR model for different size of 

steps and differential orders show that there are no 

restrictions for the size of step for given initial parameters. 

Therefore the size of step can be selected in wide range from 

0.1 to 1.0×10
-6

 without performing any data manipulation 

such as normalization. On the other hand, size of step and 

differential order of the method are strongly have an effect on 

number of iteration. For instance, when size of step decreases 

from 10
-1

 to 1×10
-5

, number of iteration increases from 

~9.14×10
3
 to ~5.58×10

6
. Besides, number of iteration is also 

increased by using higher-order methods for the same size of 

step. Although the best FOM value is calculated by using 

step size of 1×10
-1

 for third and fourth order Implicit Runge-

Kutta, it is calculated by using step size of 1×10
-3

 for all 

other order Implicit Runge-Kutta methods. 

Results of the numerical simulations of the Explicit 

Runge-Kutta method show that if size of step is smaller than 

2.5×10
-5

, differential equations set of the model can be solved 

numerically for the given set of initial parameters. Besides, 

number of iteration is closely related to size of step and 

differential order of the Explicit Runge-Kutta method 

together. When size of step decreases, number of iterations 

increases. For instance, if size of step decreases from 2×10
-5

 

to 1×10
-5

, number of iteration increases from ~1.44×10
8
 to 

~2.88×10
8
, nearly doubles for seventh-order Explicit Runge-

Kutta method. Moreover, although the same size of step is 

used, number of iteration is also increased by using the 

higher-order method. For example, when differential order is 

equal to 3, ~4.77×10
7
 iterations are performed for step size of 

10
-5

. When ninth-order Explicit Runge-Kutta method is used, 

~5.25×10
8
 iterations are performed for the same step size of 

10
-5

. It is important to point out that improvement in FOM 

value is not observed when size of step is less than 1.8×10
-5

. 

Indeed, improvement of the FOM value is not a linear 

function of the number of iteration or size of step. For 

instance, for third, eight and ninth order of Explicit Runge-

Kutta methods, the best FOM value is calculated when step 

size is equal to 1.8×10
-5

. However, the best FOM value is 

calculated when step size is equal to 2.0×10
-5

 for all other 

order Explicit Runge-Kutta methods. 

Simulation results on Fehlberg Method show that number 

of iteration is independent of the size of step and differential 

order of the method. For instance, although size of step 

decreases from 1×10
-1

 to 1×10
-6

, number of iteration is nearly 

constant at ~2.57×10
7
. Moreover, even if higher order 

methods are used, number of iteration is also nearly constant. 

For example, when differential order is equal to 3, ~2.57×10
7
 

iterations are performed for step size of 10
-6

. When 

differential orders is equal to 9, ~2.57×10
7
 iterations are 

performed for the same step size. Moreover, the best FOM 

values are calculated for the same step size even if order of 

the method is different. For instance, the best FOM values 

are calculated when step size is equal to 1.0×10
-4

 for all order 

of Fehlberg methods. 

Numerical simulation results of the Bogacki-Shampine 

Method show that although the number of iteration is firmly 

related to differential order of the method, it is independent 

of the size of step. Besides, it is observed that a low order 

method require less iteration nevertheless higher order 

method needs more iteration. For instance, if order of the 

method increases from 3 to 9, number of iterations increases 

from ~1.54×10
7
 to ~9.44×10

7
, more than sixth times for size 

of step of 10
-6

. 

The results obtained by applying the Explicit Euler, 

Classical and Explicit Runge-Kutta methods to the OTOR 

model show that if size of step is smaller than 2.5×10
-5

, 

differential equations set of the model can be solved 

numerically for the given set of initial parameters. On the 

other hand, an overflow error is observed when the size of 

steps have a value greater than 2.5×10
-5

. Simulations show 

that relatively big no values are caused overflow error for the 

three methods. On the other hand, simulations also show that 

if sufficiently small no values are used, bigger size of steps can 

also be employed. Here, it is interesting to note that, although 

peak height and area under the glow curve are affected by no, 

the other characteristics of the glow curves are independent of 

no values. Therefore, Explicit Euler and Explicit Runge-Kutta 

methods can be applied for relatively big no values, when glow 

curves and initial no values are normalized. For instance; in 

this work, experimental glow curves and initial no values are 

normalized by using 2×Imax and Explicit Euler and Explicit 

Runge-Kutta methods can be applied to the OTOR model for 

bigger step sizes such as 10
-1

-10
-4

. 

5. Conclusions 

It this work the best FOM value is calculated by using 

ninth-order Classical Runge-Kutta method for size of step is 

1.8×10
-5

 after 1.86×10
8
 iterations. On the other hand, if 

Explicit Euler method is used for the same step size, FOM 

value is calculated 7.29×10
-3

% times greater than the best 

one after the 8.83×10
6
 iterations. Obviously, although the 
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difference between the FOM values is very small, the 

calculating time of the ninth-order Classical Runge-Kutta 

method is extremely longer than Explicit Euler method. The 

shortness of calculation time seems to be a good criterion 

with FOM value, and it will also help us in determining the 

best numerical method for OTOR model. 
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